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Preface 

This publication is a compilation of papers presented a t  the First Annual Space 
Station Evolution S mposium: Beyond the Baseline on February 6-8, 1990. The 

advanced system studies and advanced development tasks within the Space Station 
Freedom Program. The symposium provided an opportunity for dialogue between 
the users, designers, and advanced planners for Station regarding the long-term 
utilization of Space Station Freedom. 

The papers describe efforts included within the Level I Transition Definition 
Program to define and incorporate baseline design accommodations which satisfy 
the requirements associated with potential evolutionary paths, and to develop 
advanced technology which will enhance Space Station capabilities and enable i ts  
evolution. The papers describe work accomplished during fiscal year 1989 and were 
presented by those in Government, industry, and academia who performed the 
tasks. 

symposium focuse B on the presentation of results by the personnel responsible for 

This publication consists of two volumes. Volume 1 contains the results of the 
advanced system studies with the emphasis on reference evolution configurations, 
system design requirements and accommodations, and long-range technology 
pro ections. Volume 2 reports on advanced development tasks within the Transition 

strations and evaluations on Station development testbeds and 5 uttle-based flight 
experiments; detailed requirements and performance specifications which address 
advanced technology implementation issues; and mature applications and the tools 
required for the development, implementation, and support of advanced 
technology within the Space Station Freedom Program. 

R De fj inition Program. Products of these tasks include: engineerin fidelity demon- 
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I 

ELECTRIC POWER SYSTEM AUTOMATION 

The paramount objective for our power system’s operation is: to generate and 
dispatch electric power to the loads while maximizing Space Station Freedom’s 
productivity and without violating any constraints. The initial station operation will 
use dispatchers aided by human-interactive computational facilities to perform the 
necessary command and control tasks. These tasks constitute planning and 
decision-making activities that strive to eliminate unplanned outages. To make 
quality decisions, the dispatchers must have an acumen sharpened through years of 
experience. Space Station Freedom will adopt an intensive human command and 
control approach initially, but we perceive that in the long run there are 
opportunities to reduce our reliance upon skilled dispatchers and to make faster and 
more consistent on-line decisions by capturing this knowledge in expert systems. The 
use of such expert systems is shown in this figure. The gist is to perform a 
closed-loop command and control function using specialized expert fiystems to perform 
diagnosis, security analysis, and overall coordination; and to use conventional 
algorithms for power scheduling and command generation. To develop and 
demonstrate our automation design we will use the Lewis Space Station Freedom 
Electric Power Test-bed. 

The command and control cycle begins with a sample of data from the 
test-bed and from the Operation Management System (OMS). Test-bed data is 
processed by expert systems that recognize and classify the operating state of the 
power system and then proceed to perform specialized tasks based upon the results 
of tlie classification cycle. Operations Management System requests need no special 
classification software presently. 

The security analysis software assesses the overload risk from possible failure 
modes that have been identified beforehand. The system is judged secure if there 
are no contingencies that result in an emergency situation. Aboard our spacecraft, 
sudden loss of a power converter is an ever present contingency that produces an 
emergency state. Converter loss will always produce insecure operation and cannot 
be alleviated without shedding load. Insecure transmission outages, however, may 
be prevented by reassigning loads to other busses. These insecure operating 
conditions are translated into constraints upon the scheduling and distribution of 
power in the system. For source outages, contingency plans for load shedding must 
be produced; and for transmission outages, rerouting plans must be produced. The 
plan formulation and selection is performed by specialized software in the Arbiter 
expert system. 

The diagnosis software determines the most likely cause of abnormal operation. 
Like the security analysis software it generates coristraints upon the scheduling axid 
distribution of electric power. 

The Arbiter expert system software coordinates the Operations Management 
System requests, security analysis results, and failure cause diagnosis by specifying 
appropriate system operating constraints and electrical loads to a scheduling 
algorithm. The Arbiter software also determines which schedule and operating plan 
is to be used given the current state of the power system’s operation. This current 
plan is sent to command generation software which provides the interface between 
the Arbiter expert system and the computers used to operate the test-bed. 

The Scheduler software finds power profiles that maximize productivity and 
that satisfy the operating constraints stipulated by the Arbiter expert system. The 
resulting power dispatching schedules repose in memory awaiting selection by tlie 
arbitration software. 
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AUTOMATION SOFTWARE FOR DIAGNOSIS 

Two expert systems are being developed for the diagnosis function: 
The first, APEX, has been developed in KEE for use with 20kH2 switchgear. 

It is a rule-based expert system that uses antecedent driven logic for generating the 
failure hypotheses and consequent driven logic for deducing the most likely 
hypothesis. The 
APEX software can accommodate both static and temporal data. The temporal data 
is used to identify incipient failures. The incipient detection is based on linear 
regression and correlation analysis. This algorithm finds soft” failures by detecting 
graceful degradation in system performance. Rules are used to isolate the cause of 
the degradation. The addition of temporal data and detection produces an expert 
system capable of detecting anomalies such as: insulation breakdown in transformers, 
contact depletion in mechanical switches, and thermal conductivity degradation iii 
power semiconductors. 

The second, TROUBLE 111, is being developed in ART for use with the 
photovoltaic generation and nickel-hydrogen battery storage system. It is an expert 
system system that uses set-covering rather than a series of if-then rules to encode 
the failure knowledge. In this software, a data base linking all known system 
failures to their known symptoms is built and searched to generatre the failure cause 
hypotheses for observed symptoms. Rules control hypothesis generation and 
determine the most likely cause. The failure knowledge, however, is stored as data 
and in easily maintained. TROUBLE I11 uses a standard reliability analysis tool -- 
the failure modes and effects analysis -- to produce the symptom and failure data 
base. Symptoms are detected using rule-based classifiers which process static system 
measurements. 

An explanation facility is used to justify the failure cause analysis. 
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AUTOMATED SOFTWARE FOR SCHEDULING 

Four algorithms are being investigated to perform the power scheduling 
functions: three use integer or mixed integer-linear programming and one uses a 
value-driven algorithm. 

The integer programming approach uses the WS Formulation (after its 
designers Washington and Sheskin) to represent preferences for load time profiles and 
their starting times. All variables are integers and the decision variables (when to 
start a load) are limited to values of 0 or 1. A cardinal value system for starting 
time preferences is maximized subject to operating constraints using an implicit 
enumeration technique encoded in a program named ZERON. 

The mixed integer-linear programs use either the Washington or the DiFilippo 
formulations to represent loads, the load’s usefulness, and the load’s starting times. 
Both formulations use constraint equations with slack variables to apportion available 
energy among battery storage and loads, and use 0-1 variablles to  represent the 
choices. Both formulations use customized versions of a branch and bound eearcli 
algorithm to maximize a productivity index. 

The value-driven resource allocation program uses a free-market economy 
model in which consumers (loads) bid for available resources and. in which trade-offs 
among conflicting supply alternatives are governed by cardinal measures of value. 
Unlike the integer and mixed integer-linear programming methods, the value-driven 
paradigm schedules not only electric power but also all of the other resource 
providing subsystem aboard Space Station Freedom. The conceptual design of the 
allocation algorithm is complete and a report is available. A proof of concept 
simulation is in progress. 
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a AUTOMATION SOFTWARE FOR CONSTRAINT INTERFACES 

Constraint interface software in the Arbiter expert system has been developed 
to convert outputs from constraint generating software into properly formulated 
scheduling problems. These constraint interfaces are for coordinating the APEX 
diagnostic expert system with the DiFilippo Formulation Hcheduler and for 
coordinating the OMS Request data base with the WS Formulation scheduler. 
Additional constraint interfaces will be developed as the automation design matures. 
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l o  DEVELOPMENT 

Two development paths are being pursued: The first uses the APEX 
switchgear diagnostic system and the DiFilippo Formulation scheduler to produce load 
shedding or reconfiguration commands for a small 2OkHz test-bed. This test-bed 
(known as the 20kHz Brass-board) contains several pieces of switchgear and a 
network of microprocessors for gathering data and commanding the switchgear. The 
thrust of the development is to integrate expert systems with space power hardware, 
and to learn how expert systems behave in command and control systems. The 
second uses simulations to provide the behavior of the power system, its computers, 
payloads, and other station subsystems. The TROUBLE I11 diagnostics system, the 
WS Formulation scheduler, and the OMS request data base are being developed 
with these simulations. 

The knowledge gained from the 20kHz Brass-board experiment will be used to 
guide the automation aoftware development by simulation. The final autoination 
product, a combination of the best performing software, will be evaluated using the 
Space Station Freedom Power System Test-Bed. 





ART/ADA 

A development effort is under way to produce Ada versions of the automation 
software described previously. The objective is to perform a comparative assessment 
of knowledge-based power system automation developed with LISP-based tools and 
the same automation developed with an Ada-based implementation of ART. 
Hardware arid software have been prociired and personnel from Lewis have been 
familiarizing themselves with the Ada and ART languages. The first application will 
be the conversion of the APEX diagnostic system into ART and then into Ada. 
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I. RESPONSIBILITIES 

Funding for the automation development is provided by NASA OAST (Code 
R) and OSS (Code S). The Code R initiatives focus on technology developrnent for: 
scheduling, diagnostics, cooperative problem solving using multiple expert systems (e.g. 
blackboard architectures), and human interfaces to expert systems. All of these 
technologies are applied to general space power systems with particular emphasis 
on the Space Station Freedom Power System. The Code S initiatives apply specific 
technologies to  the Space Station Freedom Power System, viz., integration of 
automation products for diagnosis and resource allocation into the Space Station’s 
power test-bed; and seek to identify the hooks and scars required for successhil 
incorporation aboard the Space Station. 
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Space Station Freedom Advanced Development Bimonthly Report tor 
SSM/PMAD Automation 

Task Title: 

WBS Category: Flight Systems 

Power Management and Distribution Automation 

UPNI:  476-61 -07 

Contract#: Contract NAW-36433 to Martin Marietta Space Systems 

Task Manager: Bryan Walls 
NASNMSFC, Electrical Power Systems TeamlEB12 

NASAmail: BWALLS 
FTS 824-3311 

Ait. Task Manger: David J. Weeks 
NASNMSFC, Electrical Power Systems TeamlEBlP 

NASAmail: DWEEKS 
FTS 824-3309 

Slgnlficant Events: 

During the reporting period of September and October, 1989, several notable milestones 
were achieved. Foremost, delivery of software for the DC/Star topology change was 
completed the week of October 16. This delivery allows the highly modified breadboard to 
be operated by the automation software at about the same level as before the changes in 
topology and power type occurred. Some obvious bugs were fixed, but the continuing 
development work is aimed at the mid-1990 delivery on the new workstation and 
controllers. 

All the new hardware has either been acquired or put on order by Martin Marietta. The two 
Solbourne computers have been delivered to Denver. Five Quimax 80386 computers will 
be delivered and shipped on to MSFC in the next one or two months, while three more will 
stay in Denver for development. 

A paper describing the intelligent control aspect of the SSMLPMAD breadboard was 
presented at the IEEE Intelligent Controls Conference by Martin Marietta personnel. Louis 
Lollar of MSFC also submitted a paper for publication in the Aerospace Applications of 
Artificial Intelligence Conference, but was not able to attend due to limited travel budget. 

Bryan Walls visited Martin Marietta in Denver for a pre-delivery review of progress on the 
contract. He returned with David Hall, Norma Whitehead, Bob Bechtel, and several 
MSFC personnel associated with the hardware portion of the contract for an overall 
strategy meeting for the S S W M A D  work. These mps were in the last two weeks of 
September. Seven members of the Martin Marietta team then came to MSFC with the 
delivery in October. 

The communications link between MSFC and LeRC was finally completed in this reporting 
period. Testing confirmed that computers in the AMPSLAB facility are capable of 
communicating with machines in LeRC's Power Technology Division. The link uses the 
TCP/IP protocol over NASA's PSCN-I. LeRC personnel were invited to join MSFC and 
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Martin Marietta in a meeting to discuss how this resource should best be used to provide 
coopefation betwten the two ccnttr's PMAD breadboards, but no one was able to come. A 
proposal was worked up at the meeting, and a copy sent to LeRC, but LeRC has not yet 
had a chance to concur or disagree with the suggested approach. A copy of what was sent 
to LeRC is included in the Space Station Freedom Evolution Symposium viewgraphs 
which arc included with the hard copy of this report. It might be best not to include those 
three viewgraphs in the Annual Report unless it does meet with LeRC approval. 

OAST has been undergoing a reexamination of funding commitments, including the 
funding for cooperating expert systems and intermediate modes of autonomy in 
S S W M A D .  Hopefully this will not negatively effect funding levels since a key 
component of their examination is the level of project support. Since the OAST funding is 
a major part of funding for SSWMAD, it is important that the Space Station Office does 
show the high level of advocacy that has been demonstrated in the past as OAST asks for 
input in the coming weeks. 

A new MSFC team member has been added to this project. Rajiv Doreswamy will be in 
charge of the communications effort with LeRC. He has a Masters Degree in Electrical 
Engineering from Auburn University, and will be a valuable addition to the SSMPMAD 
team. The Martin Marietta side of the team is looking for new personnel and are 
considering hiring a new college graduate. 
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Automation of the Environmental Control and Life Support System 

Presentation to the Space Station Evolution Symposium, 2/6-811990 

Brandon S. Dewberry 
NASA / MSFC / EB42 
MSFC, AL 35812 
(205) 544-424'7 Huntsville, AL 35824 

J. Ray Carnes 
AI Center 
Boeing Computer Services 

Abstract 

The objective of the Environmental Control and Life Support System (ECLSS) 
Advanced Automation Project is to recommend and develop advanced software 
for the initial and evotutionary Space Station Freedom (SSF) ECLS system 
which will minimize the crew and ground manpower needed for operations. 
Another objective includes capturing ECLSS design and development 
knowledge for future missions. 

This report summarizes our results from Phase I, the ECLSS domain analysis 
phase, which we broke down into three steps: 1) Analyze and document the 
baselined ECLS system, 2) envision as our goal an evolution to a fully 
automated regenerative life support system, built upon an augmented baseline, 
and 3) document the augmentations (hooks and scars) and advanced software 
systems which we see as necessary in achieving minimal manpower support 
for ECLSS operations. 

In addition, Phase I included development of an advanced software life cycle 

testing tools will be used in the development of the software. In this way, we 

plan inpreparation for phase II and Ill, the development and integration phases, 
respectively. Automated knowledge aquisition, engineering, verification, and 

can capture ECLSS development knowledge for future use, develop more 
robust and complex software, provide feedback to the KBS tool community, and 
insure proper visibility of our efforts. 

. 
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Introduction Description 

The overall goal of the ECLSS Advanced Automation Project is to help develop 
a fully autonomous Environmental Control and Lifesupport Systeim for the 
Space Station Freedom and future manned missions. We have broken this 
goal into the following more practical objectives: 

1) Analyze and document the ECLSS for automation candidates 
which, when deployed, would minimize crew and ground ECLSS 
ope rat ions. 

2) Propose and document a fully automated ECLSS by 
augmentation of the baselined design with advanced software. 
Present software hooks and hardware scars which will enable 
migration of the advanced software to the flight station. 

3) Develop, test, and demostrate on ECLSS hardware the most 
promising automation candidates using tools which maximize 
productivity in the acquiring, engineering,and storage of ECLSS 
knowledge. 

Our approach is to break the project into phases; analysis, development, and 
integration: 

Phase I/FY89 Analyze and document ECLSS Advanced 
Automation candidates, approach, and hooks 
and scars. 

Phase ll/FY90 Aquire tools and ECLSS knowledge, develop 
prototype software, and test in a simulated 
environment. 

Phase III/FY91 Integrate the advanced software into the 
ECLSS advanced development testbed for 
concrete demonstrations of the advantages of 
knowledge-based systems diagnosis. 

The Johnson Research Center of the University of Alabama in Huntsville has 
completed the Phase I analysis of the ECLSS. 
Boeing Computer Services Artificial Intelligence Center (BCSIAIC) was brought 
on board late in FY89 as the engineering development contractor in Phases two 
and three. The AIC has taken part in, and reviewed the UAH work, and 
developed a detailed software life cycle plan for prototype development and 
i nt eg ration. 

. 

This presentation summarizes Phase I,  gives status of Phase II, and presents a 
general look at our future plans. 



Introduction 

Project Goal: 

A fully automated Environmental Control and Life Support System.for the 
Evolutionary Freedom Station a 

Practical Objectives: 

1) Analyze and document the baselined ECLSS 

2) Document automated ECLSS: augmentation of baseline 

3) Develop prototype software and integrate with hardware 

Approach 
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Presentation Overview 
- Phase I Analysis Approach 
- ECLSS Software Domain Overview - Detailed FDlR Description 

- Detailed Water Quality Monitor Description 
- Automation Application Analysis 
- Overview of Major Hooks and Scars Analysis and Results 
- Phase II Development Status and Future Plans 
- Conclusion 
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Phase I Analysis Approach Description 

The Phase I analysis report was generated by UAH in a manner similar to that 
depicted on the graph. We began by analyzing the ECLSS domain . As the 
ECCSS is currentlyin the preliminary design stage, our knowledge was 
generated from three general sources: 

Applicable Space Station Freedom documentation such as the ECLSS, 
DMS, OMS, Architecture Control Documents (ACD's), Contract 
End Item Specifications, ECLSS component test plans, and 
design review presentations 

Conference reports which discussed control of environmental 
processes using knowledge-based systems. 

Interviews with ECLSS test and design engineers, scientists, and 
doctors 

The UAH team, consisting of environmental, chemical, process control, and 
artificial intelligence engineers, gathered some 140 documents and 
presentations (an appendix to the Phase i report lists these references). They 
then analyzed each document, determining areas in need of advanced 
automation and the resulting hooks and scars. 

Those software processes which were seen to be candidates for automation 
(and some new applications, not in the baseline) were listed. 
Evaluation criteria was generated and applied to each candidate in order to 
methodically discuss and document the pros and cons of development of each 
KB S ap p I icat i o n. 

From the prime candidate list, an application was picked for rapid prototyping, in 
order todevelop a feel for the resource requirements (speed and memory) and 
operating system functional interface required. We prototyped a CLIPS based 
system which monitors and diagnoses faults in the Potable Water Recovery 
Subsystem. We found we that more than a production system tool was needed 
for adequate automation of our system (more on this in the results section). 

. 

I The baselined ECLSS design was compared with the requirements of our 
candidateadvanced automation systems in order to drive out a list of hooks and 
scars. 
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ECLSS Software Domain Overview Description 

The ECLSS Station Manager, 1 .O) contains four functional software 
components which: 1 .l) Maintain ECLSS configuration data, 1.2) coordinate 
the ECLSS among elements and, 1.3) control 02N2 pressure. 02N2 Pressure 
Control, Number 1.3) is an ACS function which is included in the ECLSS station 
manager software because it must monitor atmosphere constituents throughout 
the Station. 

1.2) coordinating the ECLSS among elements requires expert knowledge of the 
ECLS System. This function is responsible for Inter-Module Ventilation (IMV), 
inter-module cabin air, and inter-module potable and hygiene water control. 
The inter-module air flow problem should be solved during Expanded ECLSS 
testing when a "race track" of element mockups will be used to make sure no 
instabilities exist in controlling the blowers and valves which semi- 
independently push air around the station. The function coordinating the 
ECLSS among elements function will be defined in greater detail during testing. 

2.0), the ECLSS Element Supervisor contains many candidate automation 
processes. It includes 2.1), distributed subsystem control, a generic name for 
those subsystem functions which require distribution throughout the lab, such 
as Fire Detection sensor monitoring and verification, Avionics air cooling and 
distribution control, etc .... The process control software loops for these functions 
will reside in the ECLSS Element Supervisor. 

2.2) Inter-subsystem flow control is similar to 1.2) ECLSS coordination among 
elements in that the total responsibilities of this function will be derived during 
testing. Its responsibilities will include control of C02 transfer from the 4BMS to 
the Bosch, venting from the Bosch to the TCC, water transfer from the Bosch 
and the THC assembly to the potable water processor's raw water tank, and 
hygiene water transfer from the hygiene water processor to the water 
electrolysis unit. 

2.3) Off-line subsystem FDlR is a monitoring and diagnosis function. It will be 
explained later as a prime candidate for an advanced automation approach. 

2.4) Component performance and trend analysis is in the ground ECLSS 
sustaining engineering environment, though some of its functions will migrate 
on-board as DMS resources permit. This function records and analyzes trend 
data on the performance of ECLSS pumps, valves, heaters, and filters which 
will be used to predict faults, maintain system health, and schedule 
maintenance procedures. Research in chemical and microbial interactions may 
allow this function to predict and maintain proper chemical and microbial 
balances throughout the regenerative life support system. 

3.0) Real-time Process Control Software consists of process control algorithms 
in each subassembly, real-time fault detection, and built in tests (HIT) for each 
subassembly . 
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Real Time and Off Line FDlR Description 

There is a duplication of Potable Water Recovery (PWR), Hygiene Water 
Recovery (HWR), and Air Revitalization (AR) subsystems for redundancy. There 
are actually four of these subsystems, two in the Habitation Module, and two in 
the Laboratory Module. Two of the four are running in nominal operations to 
support an eight man crew. 

2.3) Real-time and Off-line FDlR has been split into its two components, 2.3.1) 
Real-time Subsystem Fault Detection, and 2.3.2) OfflineSubsystem Fault 
Isolation & Recovery. 

The schenario depicted is a failure in PWR subsystem A. This failure is 
detected by 2.3.1 ) Real-time subsystem fault detection, which monitors the 
sensor values of the running PWR subsystem and compares these to expected 
values. This system is to be developed Bs part of the baseline using algorithms 
implemented in Ada with the support of ground personel. 2.3.1) detects the fault 
and informs 2.0) the ECLSS Element Supervisor which instructs PWR 
subsystem B to initialize and PWR subsystem A to change modes to 
diagnostics. The ECLSS Element Supervisor also starts another software 
process, 2.3.2) Offline Subsystem Fault Isolation and Recovery, passing it the 
name of the subsystem to diagnose. 

2.3.2), The off-line fault isolation and recovery process inpects the status of the 
offline (not running but in diagnostic mode) PWR subsystem, sends commands 
and inspects the responses of the faulty subsystem if  the failure i!; not 
immediately apparent. The off-line fault isolation and recovery procedure may 
instruct the faulty PWR subsystem to perform built in tests, or more advanced 
tests. With the help of ground support and maybe some manual crew 
procedures, the fault is isolated and a recovery recommendation is formulated 
and sent to the ECLSS Station Manager through the ECLSS Element manager. 

Advancements in the maturity of knowledge based real-time monitoring and 
diagnosis systems indicate that these software processes are prime candidates 
for advanced automation development. Autonomous ECLSS subsystem RT & 
OL FDlR processes could utilize an internal model of the subsystem under test. 
Implementation of FDlR processes based on internal causual models show 
strong promise in knowledge based systems for process control diagnosis. 
Model aqcuisition should start early in the design process, because later 
implementation may prove too costly. 
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Water Quality Monitor Description 

The second major automation candidate'is the Water Quality Analysis 
processwhich includes the process control water quality monitor (PCWQM), not 
shown on this graph, 4.1) the batch water quality monitor (BWQM), and 4.0) the 
ground basedchemical and microbial analysis process which is not shown here 
but is on the ECLSS Domain Functional Schematic. 

There are two types of water quality monitors, the PCWQM, and the batch 
water quality monitor (BWQM).There is a PCWQM associated with each 
potable, hygiene, and urine pretreatment system. The PCWQM gives near real- 
time continuous readings for pH, conductivity, iodine concentration, and total 
organic carbons (TOC) for the product (output) water of each system. If the 
product water does not match the required specifications for these values, it 
returns as raw, or input water to the systems. 

It is important to understand the limitations of the PCWQM data. 
The TOC readings detect the presence of organic compounds but cannot 
differentiate between compounds or determine their source. 
Therefore, periodic manual water sampling and manual analysis will be 
necessary. The flight and ground batch water quality monitor (BVVQM) will 
provide more complete water quality data. 

The batch water quality monitor is a mass spectrometer (developed by Perkin 
Elmer) which requires periodic manual sampling via manual sample ports (SP) 
in the potable and hygiene product water lines. The on-board BWQM allows 
the crew to perform tests more frequently than 90 days, when a shuttle flight will 
return samples for more extensive ground testing. Such testing will include 
culture growth, a visual inspection, and qualitive judgement by an expert using 
a microscope to check for various micro-organisms. 

Data from the on-board BWQM will be available on the DMS for on-board 
processing and downlink. Currently, there are no plans to automate the 
sampling procedures or data analysis. 

A technique may be needed in the future to automate BWQM sampling of 
potable and hygiene water. Further, research into automated analysis of mass 
spectrometer data may enable further automation of this process. This is 
required to be a real time analysis, on the order of seconds, to feed back into a 
more advanced control system which will use the data in adjusting a more 
flexible process control system. This information will also be used to decide if 
the water was drinkable or okay to wash with. 

There has been effort in the medical industry to use many types of analysis 
including flow cytometry, solid state chemical sensors, and pattern recognition 
software to isolate specific organic constituents in real-time ( the UAH report 
explores some of this promising research. 

. 
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Automation Application Analysis Description 

The objective of this analysis is to determine, based on specific criteria, which 
function in the ECLSS domain to automate. 

1.2) ECLSS Coordination among elements and 2.2) Inter-subsystem flow 
control. These application are not well understood, expanded ECLSS 
testing will be required. The baseline application will be accomplished 
with enhanced instrumentation and traditional algorithmic architectures 
(Ada tasks and Unix operating system on a 80386-based computer.) 

2.3) Real-time and off-line ECLSS subsystem FDlR functions meet all the 
criteria: 

Implementation of an advanced automation approach to subsystem 
FDlR will reduce crew and ground maintenance times. 

The processes can be implemented on ground and migrated on board. 
These applications are well understood; the knowledge required is in 

the designs and models of the subsystems. 
The processes cannot be accomplished with enhanced iristrumentation 

and traditional algorithmic architectures. 
A model oriented approach would minimize the use of sensors for 

subsystem FDlR and resolve the problem of bad or missing sensor 
data. 

Technology for advanced automation approach is sufficiently mature 
due to the emerging capabilities of model based reasoning 
systems and tools. The subsystem control latencies are 
sufficiently long to allow implementation of real-time advanced 
fault analysis. 

2.4) Component performance and trend analysis is already in the baseline for 
ground systems and will be migrated onboard after assembly complete. Some 
health maintenance functions may require a knowledge based approach. The 
application is not well understood at this time. 

4.0) Automatic chemical and microbial water analysis is not well understood. 
Research is required for this application. Technology does not yet exist for 
automated extensive analysis of mass spec data, and symbolic andlor neural 
net processing architectures onboard. 

I 2.5) Automatic and semi-automatic fire suppression is already in the baseline. 



Automation ApplicatJon Analysis 

Criteria For li tion Se lection 

A. Implementation of an advanced automation approach will reduce crew 
and ground maintenance times. 

B. Process can be implemented on ground and migrated on board. 

C. Application is well understood. 

D. Cannot be accomplished with enhanced instrumentation and/or 
al g o ri t m ic architectures. 

E. Technology for advanced automation approachis sufficiently mature. 

Matchina Crlterla 
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1.2) ECLSS Coordination among elements 

2.2) Inter-subsystem flow control ABE 

2.3) Real-time and off-line ECLSS subsystem FDlR 

2.4) Component performance and trend analysis 

2.5) Automatic and semi-automatic fire suppression 

4.0) Chemical and microbial water analysis 
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Hooks and Scars Analysis Results Overview Description 

The following are the major software hooks and hardware scars necessary for 
evolution to a more autonomous ECLSS. Prototype and baseline ECLSS 
development will produce more necessary augmentations. 

The advanced subsystem FDlR requires component sensors to be available 
from the Runtime Object Data Base (RODB) within 1 second with the 
assumption that the subsystem's control loops have a latency of 5-10 
seconds. This allows real-time fault detection and fault preventive 
reconfiguration to use 3-8 seconds because communication with the 
ECLSS subassembly monitoring process is expected to take about 2 
seconds. 
The software design of the RODB must meet the requirements of process 
locat ion transparency and performance. 
Our analysis indicates that early capture of design knowledge using 
design knowledge capture tools such as AQUINAS and object oriented 
model-based reasoning tools such as KATE and ART/Adal would 
increase our automation proficiency. We suggest these tools be added 
to the SSFP Software Support Environment 
ECLSS leak detection can either be implemented using extensive leak 
detection instrumentation, or by designing subsystems using advanced 
engineering modeling and design tools which automate determination of 
optimal placement of leak detection sensors. 
Model-based reasoning approach to subsystem FDlR would allow 
minimal use of explicit leak detection sensors by inferring leaks using the 
baseline process control sensors. 

Advanced water quality monitoring will require scarring of the baseline design 
for future automatic transfer of potable and hygiene product water to the 
batch water quality monitor. This would be very expensive to implement 
without the scarring built in to the initial station. 

Research in automated analysis of Water Quality Monitor output is needed. 
Fast processing will be needed in order to implement real time chemical 
and/or microbial analysis in the life support control system and to quickly 
determine if the water is drinkable or okay to wash with. 
Intelligent instrumentation systems are needed for real time and inline 
chemical and microbial analysis. 
Onboard processing may require fast symbolic and/or neural net 
processing architectures. 

Certain aspects of inter-element coordination and inter-subsystem flow control 
are candidates for a production system approach. We also explored the 
use of a blackboard architecture to solve the problems of these functions. 
They will require expert system support functions in the Application 
Program Interface Definition (APID), expert system development tools in 
the SSE, and automated knowledge aquisition systems in1 the SSE. 



Hooks and Scars Analysis Results Overview 

r 

Requirements for advanced subsystem FDIR: 

1) Component sensors available from the Runtime Object Data Base 
(RODB) within 1 second. 

2) Software process location transparency. 
3) Design knowledge capture tools and object oriented knowledge 

based system development tools available in the Software 
Support Environment (SSE). 

4) Engineering modeling and design tools which automate determination 
of optimal placement of leak detection sensors. 

Requirements for advanced water quality monitoring: 

1) Scarring for automatic transfer of potable and hygiene product water to 

2) Research in automated analysis of water quality monitor output 
3) Research in realtime chemical and microbial analysis 
4) Probable: symbolic and/or neural net processing architectures 

the batch water quality monitor 

onboard 

Requirements for advanced ECLSS inter-element coordination 

1) Expanded ECLSS domain testing. 
2) Knowledge based system support functions in the Application 

3) Knowledge based system development tools in the SSE. 
4) Automated knowledge acquisition systems in the SSE. 

Program Interface Definition (APID) 

Requirements for inter-subsystem flow control: 

1) Expanded ECLSS domain testing. 
2) Blackboard software architecture application to the intersubsystem 

3) Blackboard development tools in the SSE. 
4) Automated knowledge acquisition systems in the SSE. 

flow control problem. 



Development Status and Plans Description 

Status 
We have used Aquinas for knowledge acquisition on the potable water 
processor tradeoff s. 

ART/Ada has been installed. 

Development of the model based Water Recovery and Air Revitalization 
Diagnosis prototype using KATE is on-going. 

Demonstration of the KATE based Water Recovery Diagnosis Prototype using a 
simulation of the Water Recovery Subsystem.in the summer of FY90. 

Demonstration of the ART/Ada based Potable Water Recovery Diagnosis 
Prototype was scheduled for 2/90 but will be delayed until this spring. Possible 
use of TAE+ as the interface. 

Phase 111 will demonstrate the Water Recovery Diagnosis Prototype using actual 
ECLSS Water Recovery Subsystem hardware. 

Also in Phase 111 we will begin development of the Air Revitalization Diagnosis 
prototype which will contribute to the overall Regeneration Analysis and 
Diagnosis system. 

A fourth Phase is needed to produce results on expanded ECLSS test data and 
to complete the Regeneration Analsys and Diagnosis system. 



Development Status and Plans 

Status 
Knowledge Acquistion 

ART/Ada beta test software installed 

Model based water recovery subsystem diagnosis development using KATE 

elans 

Phase II 

June/FY9O 

Aug ust/FY 90 

Phase 111 

Aug ust/FY 9 1 

FY91 

Phase IV 

FY92 

Demonstration of the Potable Water Recovery Diagnosis 
Prototype port to ART/Ada 

Demonstration of the model based Water Recovery 
Diagnosis Prototype using a simulation of the Water 
Recovery Subsystem 

Demonstration of the model based Water Recovery 
Diagnosis Prototype using actual ECLSS Water Recovery 
Subsystem hardware 

Development and integration of Air Revitalization Diagnosis 
with demonstrations using simulation and actual hardware 
Preliminary Integration of a Regeneration Analysis and 
Diagnosis system 

Results on expanded ECLSS test data 
Completion of the Regeneration Analsys and Diagnosis 
system. 



Conclusion 

se I r-: 

ECLSS Advanced Automation Candidates. 

ECLSS hooks and scars analysis for growth to advanced automation. 

Prototype of the Potable Water Recovery FDlR Knowledge Based System. 

Advanced software life cycle plan for development and integration. 

Phase I I  St-: 

Knowledge Acquisition using Acquinas. 

ART/Ada port of the CLIPS Water Recovery Diagnosis prototype in progress. 

KATE - Based Potable Water Recovery Diagnosis prototype 

Phase Il Develome nL 

Demonstrateion using simulation of the Water Recovery Subsystem. 

Continued ART/Ada beta testing. 

Ehamwkm: 

Demonstration using Water Recovery Subsystem hardware in testbed. 

Integration of Air Revitalization Diagnosis knowledge 

Demonstration of Regeneration Analysis and Diagnosis system on expanded 
ECLSS test bed. 



Conclusion Description 

The results of Phase I of the ECLSS Advanced Automation project were 
discussed. These results include: 

Analysis and documentation ofthe ECLSS Advanced Automation 
Candidates which support our Phase I1 development, and baseline 
system design augmentations required for easier growth to automation. 

Development of a prototype Potable Water Recovery Diagnosis rule 
based system which helped in our requirements analysis and will be 
used as a starting point for future development. 

Phase I1 development status was discussed and included the use of AQUINAS 
for knowledge acquisition. ART/Ada and KATE for development of the ECLSS 
Water Recovery and Air Revitalization Diagnosis software. 

Phase II will produce a Water Recovery Diagnosis Prototype which will be 
demonstrated using a simulation of the Water Recovery Subsystem. 

Phase 111 will demonstrate the Water Recovery Diagnosis Prototype using actual 
ECLSS Water Recovery Subsystem hardware. Also in Phase 111 we will begin 
development of the Air Revitalization which will contribute to the overall 
Regeneration Analysis and Diagnosis system. 

A fourth Phase is needed to produce results on expanded ECLSS test data and 
to complete the Regeneration Analsys and Diagnosis system. 
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PI-in -a- box 
An Expert System to Advise Astronauts During Experiments 

The project was made possible by NASA grant NCC 2-570 and RTOP 506- 
47-1 1 for "Crew Station Design," respectively from the AI Research 
Branch and the Human Factors Division at NASA-Ames. The Stanford 
University Knowledge Systems Laboratory and Apple Corporation also 
provided generous support. 
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Outline: 

We describe the overall architecture, comprised of several modules, and 
discuss in greater detail our work on two of these modules which are 
central to the philosophy of this system: the Protocol Manager and the 
Interesting Data Filter. Finally, we address some engineering issues related 
to data acquisition and monitoring and to human factors. 
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The Problem: 

Pehaps the scarcest resource for manned flight experiments - on Spacelab 
or on the Space Station Freedom - will continue to be crew tirne. To 
maximize the efficiency of the crew, and to make use of their abilities to 
work as scientist collaborators as well as equipment operators, normally 
requires more training in a wide variety of disciplines than is practical. 

In a typical laboratory setting the Principal Investigator (PI) is 
able to exert direct control over all aspects of an experiment, and 
his or her expertise can be brought to bear as events unfold, to correct 
problems or to follow new leads. This kind of flexibility is currently 
lacking during space experimentation, both due to time and resource 
constraints, and due to the physical distance from the PI at the: 
time of the experiment. Communication is often not sufficient or not 
timely enough to bridge this physical gap. 

Furthermore, astronauts are trained to perform a large number of 
experiments in different fields, and cannot be expected to acquire the in- 
depth knowledge required to deal effectively with all unexpected 
contingencies. This problem will be exacerbated in the Space Station era, 
with its longer tours and larger number of experiments. 
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Two Approaches: 

Two approaches are being pursued by the space science comnnunity to 
alleviate these problems. One has been named "telescience" and its aim is to 
use communications technology to "bring" the space experiment into the 
PI's lab. A second approach, described here, aims to apply Artificial 
Intelligence technology to bring the PI's expertise on board. 

These two approaches are not mutually exclusive, and we do not intend to 
debate the merits of each. Here we illustrate several aspects of our 
ongoing work on a system named "PI-in-a-box", the purpose of which is to 
bring the PI's expertise close to where experimental events are occurring. 
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" PI-in-a-box" 

The successful application of on-board expert systems, as envisioned by the 
"Principal Investigator in a Box" program, should alleviate the training 
bottleneck and provide the astronaut with the guidance and coaching needed 
to permit him or her to operate an experiment according to the desires and 
knowledge of the PI, despite changes in conditions. In addition to the 
functions of providing expert advise concerning scheduling and repair, the 
program should bring the astronaut into the scientific evaluation phase of 
an experiment by sharing with him the guidance and observations 
regarding the relevance and importance of data as it is being generated. 
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System Architecture 

"be PI-in-a-box system is comprised of eight modules: 

The Data Acquisition Module (DAM) collects and reduces the raw 
data from the on-board experiment equipment. 

The Data Quality Monitor (DQM) ensures that the incoming data is 
reliable and error-free. 

The Protocol Manager (PM) helps keep the experiment on schedule by 
monitoring the experiment's progress and suggesting modifications to the 
protocol when necessary. 
The Interesting Data Filter (IDF) recognizes experimental data that is 
likely to be "interesting" to the PI, and helps the protocol manager 
suggest ways to pursue the interesting results. 
The Diagnostic and Troubleshooting Module (DTM) helps the 
astronaut isolate, diagnose, and correct problems in the experimental 
equipment. 
The Experiment Suggester (ES) uses input from the IDF to construct 
new experiments that investigate previous "interesting" resiilts. 
The Executive Module moderates all inter-module communications, 
and ensures proper and timely allocation of system resources. 
The Scheduler monitors the experiment and mission from the macro 
perspective on the ground and helps the PI plan experiments later in the 
mission. 

These modules are distributed between three computers, two in-flight and 
one on the ground (not shown in the d i a g b ) .  The "Data Computer" runs 
the DAM and DQM, and is connected directly to the on-board experiment 
computer via an analog-to-digital converter. The back-end "AI Computer" 
runs the PM, IDF, DTM, ES, and the Executive, and interfaces directly 
with the astrounaut operator running the experiment. The "Ground 
Computer" runs the Scheduler and is used by the PI. 
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Protocol Manager 

A protocol is an ordered sequence of steps that guide the astronauts in 
performing the experiment during a session. A typical protocol may 
include steps which perfom the following tasks: deploy the experimental 
equipment, set it up, test the apparatus, prepare the subjects, perform the 
actual experiment on each subject, shut down the experiment., and re-stow 
the equipment. 

The "management" of a particular protocol may consist of adding, 
eliminating, or altering the order of the steps. The Protocol Manager has 
the responsibility of monitoring the completion of each step, and will 
automatically compute modified protocols if the experiment falls behind 
(or gets ahead of) schedule or encounters interesting data. This module 
will, therefore, be the most visible to the astronauts and will have the bulk 
of the user interface requirements. 

The following design principles have been followed in the developement of 
the Protocol Manager: 

The system should provide advice, and let the users take actions. 
The system should provides explanations for the actions it 
recommends. These explanations should have varying degrees of 
detail to maximize their usefulness for different users in different 
situations. 
Interpretations or inferences that require too many assumptions are 
likely to be wrong, so assumptions should be minimized. 
The system should not force the astronauts to enter information 
about the progress of the experiment. After all, the system is 
supposed to simplify the astronauts' task (wh-ich is to perform the 
experiment) not complicate it. 
The Protocol Manager must be able to provide recommendations 
with no more knowledge about the external environment than what 
can be inferred from the input provided by the other modules. 

Finally, the Protocol Manager must operate in real-time. All calculations 
that require significant amounts of time must be transparent to the user. In 
addition, checks must be made to make sure that the assumptions made 
when a calculation was started are still valid when the results are finally 
obtained. 





Types of Protocols 

There are several types of protocols: 
the Original Protocol that was originally suggested by the PI 
prior to the mission; 
the Modified Original Protocol, a modification to the Original 
Protocol made during the mission; 
the Current Protocol, the protocol that is currently being 
performed; 

the Proposed Protocol, the protocol proposed by the Protocol 
Manager in response to experimental circumstances (at the option 
of the astronaut, the proposed protocol can become the current 
protocol); and 
the Optimal Protocol, which includes all steps of interest to the 
PI, and assumes no time constraints. 

In addition, the Protocol Manager maintains a Protocol Histoq, which is a 
sequence of steps that have been performed already as part of a protocol. 
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Why Modify the Protocol? 

There are several types of events that can occur during the session or the 
mission that require a change in the protocol that was designed by the PI 
prior to the mission. The most common event is that the experiment is 
running late. This may happen for a number of reasons: 

The session started late or some steps are taking longer than 

There have been problems with the equipment, requiring 

Mission Control interruptions have delayed the experiment. 

expected, but is running fine otherwise. 

diagnoses, troubleshooting and/or repair. 

(Sometimes it is possible to get an extension from the Mission 
Manager in order to make up for the time lost. The ability to do 
so will depend on the degree of responsibility of the experiment 
for the delay and on the nature of the next scheduled activities. I f  
an extension is not granted, or it is not suficiently long, the 
protocol needs to be altered.) 
There is trouble with the equipment or the output signals are 
abnormal. There is a tradeoff between spending experiment time 
fixing the problem, or continuing with degraded data. 

Other possible events are: 
An astronaut is sick and/or unable to participate in all or part of the 
experiment. 
The response of a subject during the experiment (or his or her 
response during previous sessions) is either interesting or erratic. 
It may be desirable to either add or drop additional runs for that 
subject. 

. 
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Protocol Preparation Strategies 

There are many ways in which a protocol may be assembled., although new 
protocols are generally not designed from scratch. All changes should be 
modifications of the protocol originally pxpared by the PI. If new 
experiments need to be included, they are to be suggested by the 
Experiment Suggester, the PI, or the astronaut. 

The fundamental strategy adopted to optimize scientific results is 
"coverage". This strategy can be described as follows: 

Consider getting a good baseline early in the mission. 
On mission day zero, get at least some data on each subject. 
Early in the mission cover subjects, late in the missioa: cover test 

Stay with the good data (e.g., consistent subjects). 
Improve statistics (i.e. improve the coverage of any one subject, 
and cover as many subjects as possible). 
Investigate interesting data immediately. 
There are some data signals that are critical at each stage of the 
mission. Get them. 
Plan conservatively. When time or resources are short, do not 
assume that requests for them will be granted. Prepare alternative 
plans, keeping track of when a commitment to a plan is required. 
Balance science with efficiency. From the scientific point of view, 
do the runs in opposite order for each subject. From a practical 
point of view, design a protocol that minimizes the time spent 
setting up subjects or conditions. 

conditions. 

. 
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PM Interface: Current Protocol 

Here we show an example of a Protocol Manager screen. 
Note that this interface (in Hypercard), at this time 
serves a dual purpose of prototype user interface 
and of development interface. 

For the developmnet part of the interface 
many of the buttons are meant to do things such as 
advancing time or creating interrupt that in the real 
system would obviously come from other modules. 

Work on a user interface for [PI] from the point of 
view of the astronauts has begun this year at JSC. 
(Dr. Rudisill's group) 

This screen shows that three set-up steps have been 
completed. More detailed information on each step can 
be asked of the system if the astronaut needs it. 
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PM Interface: Proposed Protocol 

The experiment is late: 42 minutes are left and the current 
protocol would require 51 minutes (see "Session Time" box). 

Note that this protocol suggests the deletion of steps #9 and 
#11. The astronaut could ask for the reasons for these choices. 

Typical reasons might be that a particular subject has been 
giving erratic data or that some other step appears to be 
more important. Note for instance that step 6.1 is a repetition. 
of step 6, yet it has been inserted in spite of lack of time 
probably because that step, in a previous session, had produced 
results that were deemed "interesting" i.e. in need of 
confirmation. 
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Interesting Data Filter 

One of the major constraints of present experimentation in space is a fixed 
protocol. Depending on new contingencies that may arise the system will be 
able to present the astronauts with a new course of action, and with an 
explanation for any new suggestions. 

A very important type of possible contingency is finding that some 
parameters that are being observed seem to have more or less significance 
than had been anticipated. In either case, being able to plan accordingly and 
without delay greatly improves the quality of experimentation, by enabling 
the astronauts to focus more on work that is likely to be significant. 

One of the system modules is being constructed to provide this kind of 
infomation about the data that are being observed. Data will be flagged as 
interesting on the basis of discrepancies from previous experience or 
relevance to alternative models of phenomena under study. 

Some of the greatest discoveries in science have happened as a result of 
observations that had not been planned at all, when an unexpected 
phenomenon caught the eye of the researcher. The ability to contribute to 
this type of discovery is at the forefront of AI research and we are 
planning to use this system as a testbed for any promising approaches in 
this this area. 

The "Interesting Data Filter" (IDF), as a long term goal for PI-in-a-box is 
the most advanced aspect of the whole project. The goal of the project is to 
do better science in an environment where the PI cannot be present and 
usually cannot have up-to-the-minute information. Certainly the essence of 
science is "discovery", Le. the observation of some unexpected 
phenomenon with the consequent revision of a previous theory or model. 
The ability to make discoveries and revise one's own world model can be 
viewed as the essence of intelligence as well, thus clearly a long term goal 
of artificial intelligence. Unfortunately, present AI technology is still a 
long way from providing a framework for serious discovery capability. 
Our position is to keep this long term goal in mind and to begin providing 
step by step whatever discovery-related capability could be useful to the 
astronaut and/or the PI. The first necessary capability is to determine 
whether data is "interesting". We define below what we mean by this. 
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What is "Interesting Data"? 

The preliminary development of the IDF quickly revealed that 
"interesting" meant different things to different people, or even to the same 
person at different times. Parameter values that were expected, but 
previously never confirmed could be viewed as interesting, as well as 
values that were unexpected, and, in both cases, once established, they 
would cease to be interesting. We settled on the concept that interesting 
corresponded to "in need of confirmation" and that the most common 
reason for such need was the finding that the values producedl by the 
experiment were different from those expected. From this point of view, 
data that have been confirmed cease to be interesting. 

As a consequence of confirming unexpected data, researchers are in 
general led to revise the reasons behind their original expectation, and to 
build a new set of expectations that will need confirmation. Typically the 
reasons behind a set of expectations are embodied in a quantitative or 
qualitative model of the phenomenon under observation. We envision that, 
at least for some parameters, the IDF will be able to aid the researcher in 
such a revision cycle, by explaining the reasons for the original 
expectations and by proposing consequences for the model of the 
discrepancies encountered. 
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Strategies for Discovery 

At this time the IDF only compares parameter values against expected 
values for the same parameter. The next step will be to handle cases where 
the relationship between two different parameters might not be what was 
expected. For instance our model might have predicted that ;a parameter in 
condition A should be greater than in condition B but the opposite is found 
instead, or no effect. Even though the present model might not be 
sufficiently predictive for the values of a specific parameter, it may be 
predictive of some relationships. This will be the next step in the IDF 
evolution. 

So far we have only considered parameters that the experiments were 
designed to measure. An exciting aspect of scientific discovery is the 
chance of noticing phenomena that were completely unexpected. We have a 
long term goal to address this problem. Our first approach will be to 
examine strategies normally employed by researchers. For instance, if a 
parameter gives unexpected values can we think of a related 'parameter that 
could show the same effect? In this case the system, after having suggested 
and obtained the repetition of a run for the purpose of confirming the 
unexpected value, would suggest testing the "related" parameter to begin 
exploring the implications of the fiiding. The more predictive a model we 
can build, the richer the discovery strategies we can employ. 
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Data Analysis and Quality Monitoring 

The DAM and DQM modules perform real-time acquisition, testing and 
analysis of experimental data. Such activity is both CPU intensive and 
memory intensive. It was therefore decided to integrate them in the same 
piece of software running on a dedicated machine. In order to avoid any 
disturbance of the existing experimental hardware, the signals of interest 
are branched off the existing experiment computer and digitized into a 
data acquisition and processing software package called LabV'IEW. 

We are currently developing a software layer which extracts various 
parameters of interest to the PI and therefore to its substitute [PI]. These 
include means, standard deviations, peak values, trends, occurrences of 
specific events, etc. These values are calculated for each trial and sent 
over once every run. 

The same software also performs data quality checks. This module looks 
for dead signals, erratic signals or suspiciously steady signals. A warning 
message indicating the signal and the kind of problem is sent 'to the second 
machine for intelligent analysis after each trial. In some cases, the 
scheduling module calls for a delay in the transmission of the error 
message until the next trial or the termination of the executio:n of the 
current module. 

I In case of an abnormal signal, DTM is called and decides, with possible 
override by the astronaut, to perform troubleshooting and/or repair, or 
simply to disregard a faulty signal as of secondary value. The DTM will be 

astronaut. It is responsible for telling other modules, such as IDF or PM 
about the validity of the information extracted from the various signals. 
The DQM is purely algorithmic and makes no decisions. Lf DTM decides to 
discard a signal, DQM will still recognize it as faulty and the results will be 
discarded downstream. This allows for a clear separation of the real-time 
number intensive tasks and the "intelligent" processing of data. It also 
alleviates the need for two-way communications between the machines and 
allows for unexplained auto-repairs. 

I implemented as an expert system, often requiring interaction with the 

The system will monitor incoming data from the experiment in order to 
detect potential problems with the instrumentation. If a problem is 
detected, the astronaut is notified and, if appropriate, aided in the trouble- 
shooting process. Whether trouble-shooting is an appropriate course of 
action may depend on other constraints such as available time, importance 
of the problem signal and other considerations. 
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User interface issues 

We have made specific assumptions about how the system should interact, 
functionally, with the astronauts. The most important assumptions are the 
following: a) The astronauts know the most about the events of the moment 
surrounding the experiment. b) They should always be able to override any 
recommendations and/or correct the current assumptions. c) 'me astronauts 
must be able to exert a fairly direct control on the operation of the 
Protocol Manager through the ability to force or inhibit certain steps 
(including runs) of the protocol. This includes the ability to request double 
runs and change the order of steps or blocks of steps (these pirinciples have 
not been fully implemented). d) Minimize reliance on astronaut-provided 
data to infer the current state of the protocol. Infer as much as possible of 
the current state from the signals of the other modules, without making 
overly complex assumptions. e) Rollback and re-processing may be 
necessary. It is easy for the astronauts to make mistakes during a session 
and execute the wrong steps (by pushing the wrong button for instance). It 
is very important for them to know how to recover. These mistakes may 
not be noticed until sometime later. f )  The astronauts should be able to see 
the alternative protocol proposed by the Protocol Manager, on demand. 
The changes with respect to the current protocol should be highlighted. g) 
Avoid annoying information such as constant protocol changes that have no 
effect on the current step, or notices when there are no changes required. 
h) Let the astronauts be aware of what is going on. For instarice, let them 
know that a background computation is in progress and the reason for it. i) 
Allow the astronauts to explore "what-if' situations. Of particular interest 
is the ability to move the clock forward (this has not been implemented). 

Both for the Protocol Manager and the IDF, the actual implementation of 
the screens has been done in Hypercard for a mixed purpose: to provide a 
development interface and to illustrate the underlying user interface 
assumptions and system capabilities to evaluators and to prospective users. 
We are now beginning to give serious consideration to the human factors 
involved in the actual presentation of data to the astronauts (work begun 
in Dr. Rudisill's group at JSC). 
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Explanations 

Explanations are a major part of the design of the user interface. The 
astronauts may have their own suggestions on how to improve the 
efficiency of the experiment. These may be different from w!hat the 
Protocol Manager proposes. Proper explanations may allow them to 
evaluate the relative merits of the alternatives. Explanations provide a way 
for astronauts to become familiar with the operation of the system and the 
issues associated with protocol management during ground training 
sessions. This will enhance their confidence in the system and their own 
understanding of the experiment. Explanations should be designed to be 
understood quickly and selectively. Three levels of explanation 
are required: a) What is being accomplished. This may be implemented by 
showing the significant circumstances that led to the proposed protocol, and 
how they are different from the previous recommendation. 'Work still 
needs to be done in this area. b) What is the trade-off. This may be 
implemented by showing the insertions and deletions on the proposed 
protocol with respect to the current one. c) What are the detailed reasons. 
A detailed account that led to the inclusion (or exclusion) of a particular 
step should be available. 

Explanations must also be produced by the IDF and the reasons are similar 
to those assumed for the Protocol Manager. Four different types of 
explanation are being considered: a) High level strategic. This states how a 
value differs from what was expected. b) Lower level strategic, an 
explanation of how the expected value was determined. c) High level model 
related. What considerations about the physiological model led to a 
particular qualitative expectation. d) Lower level model related. Detailed, 
model related steps, for how a particular qualitative expectation was 
reached. Strategic explanations deal with how conclusions are gleaned 
from numeric data and do not require an understanding of the underlying 
physiology. Model related explanations rely on an understanding of the 
underlying physiology and will constitute the basis for further exploration 
of new model assumption and new parameters. Some problems in this area 
were discussed above in the section on the IDF. 
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Conclusions 

We have presented a broad description of our work on an expert system 
designed to improve the quality of space experimentation in 7;estibular 
physiology. It appears that the issues raised by this work, such as 
protocol flexibility, detection of interesting phenomena, user interfaces 
and real-time data acquisition and monitoring have important implications 
for space experimentation in general. 

So far we have concentrated on the Protocol Manager, the Interesting Data 
Filter, the Data Acquisition and Data Quality modules, which have been 
developed separately. Only the last two modules and have been hooked up 
to a real data stream. Integration of the whole system is a major goal of 
FY ‘90. 
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This is a joint project between Johnson Space 

Center (JSCI and Ames Research Center (ARC) to 

extend OAST-sponsored Procedural Reasoning effort 

to the orbiter subsystem diagnosis and control 

problems. A Reaction Control System ( R C S )  

procedural expert system was developed. and 

demonstrated to ARC and JSC representatives in 

1987. The emphasis of the RMS Expert System 

project is to demonstrate a dynamic, real-time 

procedural reasoning expert s y s t e m  integrated w i t h  

the Systems Engineering Simulator (SES). 

. 
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The objectives of the project are to be 

accornpl ished over a three-year period. The first 

year will be devoted to the acquisition of the PRS 

tool. and the development of a prototype R M S  expert 

system including the knowledge base ,  ei  Crew 

Interface, a RMS software simulator, and defined 

malfunction scenarios. In the second year, the 

interface to the SES and the Data Acquisition and 

Monitoring Module will be built. and the RMS Expert 

System will be integrated with the SES for 

evaluation and demonstration to RMS experts. 

Recommended changes will be incorporated. and the 

system re-evaluated in preparation for the 

development of the specifications for an ADA-bused 

procedural reasoning shell in the space station SSE 

environment. 
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The Shuttle Remote Manipulator System was selected 

as the domain in which to assess the capability of 

the P R S  shell for real-time fault diagnosis. 

Because of the time constraint, many tasks were 

performed concurrently, e.g. knowledge acquisitlon 

and encoding, development of a user-friendly color 

interface, and development of a miniature RMS 

simulator for testing and debugging. Selected 

malfunction scenarios defined the scope  of the 

initial integrated prototype .  

With technical support from SRI, and through the 

help of a domain expert, R M S  operational and 

malfunction procedures were implemented as PRS K A s .  

These procedures were taken directly from the RKS 

malfunction procedures document, and represent the 

core declarative knowledge of the expert system. A 

RPIS database was implemented to represent the 

currenr  b e l i e f s  or f a c t s  about the domain, and a 

R M S  software simulator was developed for systems 

testing and debugging. 
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RHS EXD ert SYS ~WDL-I. Fi rs t ye a r a ch i e-ve me n t  s- 

The RMS expert system was prototypcd and 

demonstrated to RMS experts and sponsors. The Crew 

Interface and the PRS shell hosting the RWS KB ,and 

database were integrated. About 22 percent of t h e  

applicable RMS malfunction procedures and their 

associated nominal procedures w e r e  implemented. 

RMS domain experts contributed significantly in 

defining malfunction scenarios. identifying areas 

of interest to the RHS astronauts, a n d  evaluating - 
t h e  crew i n t e r f a c e .  The RMS simulator w a s  

completed and tested, but h a s  not been integrated 

with the expert system. Intended for initial 

testing and evaluation, the RMS simulator will 

eventually be replaced by the real-time high- 

fidelity JSC SES. 
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This slide shows the configuration of the aft 

cockpit RMS controls. The hand controllers, THC 

(Translational Hand Controller) and RHC (Rotational 

Hand Controller), and the display and control panel 

are used to control and monitor the RMS, while the 

MCTU (Manipulator Controller Interface Unit) 

provides communication of the G P C  (General Purpose 

Computer) computer with the RMS, informing the 

computer of all senaor data and relaying all 

control information to the arm. Visual contact of 

the payload and the RMS is imperative, so windows 

and t w o  black and white closed circuit TV (CCTV) 

monitors are available in the area where the RMS 

controls are located to allow the u s e r  to have 

greater control of t h e  RMS operations. E a c h  monitor 

is capable of having a split acreen and has zoom 

capabi 1 it i u s .  
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The R M S  astronaut operates the RKS from the orbiter 

aft-cockpit where the RHS controls, viewports, and 

monitors for are located. The two hand controllers 

and the main display and control panels, A8U and 

A 0 L .  are located in the vicinity of the aft-cockpit 

port window and the CCTV monitor to facilitate the 

use of the port RKS. In addition the CCTV can be 

controlled to show one of the 7 possible views 

using the CCTV controls. 

c 



RMS displays and controls, aft station. 
. 
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The  A8U p a n e l  is one  o f  t h e  p r i m a r y  d i s p l a y  a n d  

c o n t r o l  p a n e l s  of  t h e  RXS i n  t h e  a f t  c o c k p i t .  I n  

t h e  u p p e r  l e f t  is t h e  mode c o n t r o l l e r  w h i c h  

c o n t r o l s  t h e  o p e r a t i n g  mode of t h e  RXS. To t h e  

r i g h t  is t h e  RATE i n d i c a t o r s  w h i c h  i n d i c a t e s  t h e  

r a t e  of t h e  o f  t h e  s p e e d  of t h e  p o i n t  of r e s o l u t i o n  

t r a n s l a t i o n .  B e l o w  t h i s  is t h e  e n d  e f f e c t o r  

s w i t c h e s  a n d  t a l k b a c k s  w h i c h  i n d i c a t e  t h e  s t a t u s  of 

t h e  e n d  e f f e c t o r  a n d  a l l o w  t h e  u a e r  t o  s w i t c h  

b e t w e e n  m a n u a l  a n d  a u t o  c o n t r o l .  I n  t h e  u p p e r  

c e n t e r  o f  t h e  a c r e e n ,  t h e  RMS l i g h t  m a t r i x  

i n d i c a t e s  a n y  p r o b l e m s  w i t h  t h e  RMS as t h e y  o c c u r  

The  l o w e r  p o r t i o n  of t h e  p a n e l  is u s e d  t o  t r a n s f e r  

c o n t r o l  t o  t h e  v a r i o u s  j o i n t s  of t h e  RXS.  
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The RHS Expert System is being developed 

incrementally, and involves the implementation of 

many software modules residing on the color 

Symbol ics Lisp machine. The Lisp environment 

coupled with the PRS shell provides for a rich 

development environment that is ideal for t h e  

selected problem domain. The goal is to integrate 

the RMS expert system with the on-orbit simulation 

test-bed, the r e a l - t i m e  high-f idelity J S C  Systems - 
Engineering Simulator hosted by the Gould 

computers. The Data Acquisition & Filtering Module 

( D A F H )  will read real-time RMS telemetry data from 

the SES,  and deliver them to the PRS shell which 

hosts the RCIS KAs (procedures] and database. 

Concurrently, the crew interface module will 

interact with the RMS crew interface via 

communication messages. 

. 
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The P R S  KA editor supports inputs of procedural 

information as a set of KAs.  Each KA description 

includes a network of labeled nodes and edges, as 

well as an invocation condition that describes the 

situations in which that K A  is applicable and 

useful. 
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The PRS i n t e r f a c e  is  d e s i g n e d  t o  m a n i p u l a t e  d a t a  

and t o  p r o v i d e  i n f o r m a t i o n  about  t h e  v a r i o u s  PRS 

a g e n t s  ( s y s t e m s )  t h e  u s e r  has  s e t  up. The PRS 

i n t e r f a c e  can be used t o  c r e a t e  o r  d e l e t e  PRS 

a g e n t s ,  l o a d  KA f i l e s ,  t r a c e  s p e c i f i c  K A s ,  

e s t a b l i s h  g o a l s ,  que ry  t h e  d a t a b a s e .  and i n  

g e n e r a l ,  pe r fo rm t h e  o p e r a t i o n s  n e c e s s a r y  t o  d e a l  

w i t h  t h e  c o n s t r u c t i o n  and  o p e r a t i o n  of PRS a g e n t s  

e 
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The RMS Crew Interface i s  designed to present a 
simple and friendly environment for the crew to 
interact with the RMS expert system. It displays 
information vital to the orbiter RMS operation, 
and accepts commands from the RMS crew though mouse 
inputs. The initialized state of the interface 
shows 4 main windows and a menu pane in the middle. 

The top left window provides a quick reference of 
the state of each component of the R M S ,  including a 
status arrow and a brief remark explaining its 
status. The right top window displays the mouse- 
sensitive RMS switches, talkbacks. and dials from 
the A8U and A8L panels, which allows the user to 
set switches or dials as prompted by the expert 
system. The center menu gives the user a means of 
controlling the interface and the PRS shell, 
including loading of the PRS database and 
initializing and running a procedure. The lower 
left and right windows display the results of the 
execution of RMS operational and malfunction 
procedures in format familiar to t h e  RMS crew, e g 
type of malfunction, diagnosis. quick action. a n d  
status of the RMS capabilities. 

0 

When the RXS expert system has determined the 
diagnosis and recommendation of a malfunction, 
this information along with the status of the 
component's capabilities will be immediately 
displayed. A l l  of t h i s  information will t h e n  be 
stored for future reference or until the 
component 'si statua haa changed. 

If multiple malfunctions occur, the user can click 
the mouse on one  of t h e  problem components located 
in the status window to display its diagnosis 
i,n f o r m a  t i on. 
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This slide shows the RMS Crew Interface after a RMS 

malfunction has been successfully diagnosed by t h e  

expert system. The malfunction, diagnosis, and 

recommendation has been displayed and the status of 

the End Effector has become questionable. The 

remark notifies the user that the manual mode is 

bad. The simulated display and control panel shows 

the current setting reflecting the current state of 

the database. The RMS capabilities that have been’ 

lost due to the malfunction aB well as the 

capabilities that still remain are listed in the 

lower right window. The lower left window displays 

the malfunction nature, the re levant diagnosis and 

the recommendvat ion for act ions. 
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Figure 7.- Console of the Integrated Communications Officer in the Mission Contr 
Center. 
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Figure 8.- Conventional INCO workstation ( l e f t )  and Shuttle INCO Expert System 
(right 1. 
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REAL TIME DATA SYSTEM 

.BACKGROUND 
0 MISSION OPERATIONS DIRECTORATE PROJECT THAT UTILIZES: 

- ARTIFICIAL INTELLIGENCE (AI) TECHNIQUES 

- COMMERCIAL OFF-THE-SHELF COMPUTER AND TELEMETRY 
EQUIPMENT 

I TO: - CAPTURE CORPORATE KNOWLEDGE ABOUT SHUlTLE MONITORING 

- PRESENT DATA WITH COLOR GRAPHICS TO REDUCE TRAINING, 
FLIGHT CONTROLLER WORKLOAD AND PROBABILITY OF ERROR 

- UPGRADES MISSION CONTROL CAPABILITIES RAPIDLY WITHOUT 
RISK TO EXISTING COMPLEX 

- SUPPORTS LARGER MISSION CONTROL CENTER UPGRADE (MCCU) 
PLANS BY PROVIDING IMMEDIATE EXPERIENCE WITH CRITICAL 

TECHNOLOGIES 
a 



Real Time Data Systems: Incorporating New Technology 
in Mission Critical Environments 

John F. Muratore 
Troy A. Heindel 

National Aeronautics and Space Adminstration 
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Lyndon B. Johnson Space Center 

BACKGROUND 
Real Time Data System (RTDS) is a Mission Operations 
Directorate (MOD) project that utilizes Artificial Intelligence 
(AI) and commercial off-the-shelf computer and telemetry 

monitoring, (2) present data with color graphics to reduce 

and probability of error. RTDS has upgraded Mission Control 
capabilities rapidly without risk to the existing complex. 
Additionally, RTDS supports the larger Mission Control Center 
Upgrade (MCCU) plans by providing immediate experience with 
critical technologies such as real time expert systems. 

I equipment to: (1 ) capture corporate knowledge about shuttle 

I operator training time, and (3) reduce flight controller workload 

I 

RTDS has been used by flight controllers in Mission Control since 
the flight of Discovery in September 1988. Since that time it has 
expanded in size and scope providing an operational testbed for 
promising new technolgies- and transitioning proven technologies 
to flight operational status for addition to the flight controller 
tool base. 



REAL TIME DATA SYSTEM 

* ISOLATE NEW TECHNOLOGY FROM CRITICAL SYSTEMS 

CONNECT TO REAL-TIME DATA 

I * GENERATE RESULTS IN REAL TIME 

LOCATE EQUIPMENT AT FLIGHT CONTROLLER POSITIONS 
r 

"FIREWALL" SOFTWARE TO ISOLATE THE EFFECTS OF CHANGE 
AND ALLOW RAPID PROTOTYPING 

e 



APPROACH 
In past programs, NASA managers have been reluctant to rely on 
new technologies for mission critical activities until they are 
proven in non-critical areas. With RTDS, NASA-MOD has 
developed a non-traditional method for migrating the new 
technologies more rapidly into the operator tool base by "field 
testing" them in the mission critical environment of Mission 
Control. This approach mandates several important requirements. 

ISOLATE NEW TECHNOLOGY FROM CRITICAL SYSTEMS 
lsolatation is a key ingrediant when hosting new technologies 
within an operational environment. The new technology must be 
isolated from existing systems to avoid inducing problems with 
the trusted system. 
of the previous system should not be induced into the new 
technology through design dependancies. The strategy of 
isolation works especially well in Mission- Control as the older 
system is main frame based and not espesially forgiving of 
change and does not easily connect to the new workstation 
platforms. 

On the flip side, the problems or deficiencies 

I CONNECT TO REAL-TIME DATA 
Connectivity to real time data is an absolute necessity; real time 
data is to the flight controller as lumber is to the carpenter. The 
characterstics of the data will drive the design of the overall 

I system as well as the individual applications. 

. 



APPROACH (CONT.1 

GENERATE RESULTS IN REAL TIME 
In Mission Control the operator must see data and results of 
computer based monitoring applications in real time. 
definition of real time changes from system to system, but in 
generic terms means the ability to generate results in time for 
the operator to effect corrective changes in system configuration 
based on those results. 

The 

a 

LOCATE EQUIPMENT AT FLIGHT CONTROLLER POSITIONS 
Laboratory prototyping is a good way to experiment with new 
technologies, but is a "gee-wiz" activity as far as line flight 
controllers are concerned. If the flight controller can't test- 
drive the new technology in his natural environment, the really 
important lessons are not discovered until its too late to effect 
the necessary changes. Issues of operability arise under the 
stress of real operations. 

c 

"FIREWALL" SOFTWARE TO ISOLATE THE EFFECTS OF 
CHANGE AND ALLOW RAPID PROTOTYPING 

Complex data systems have to be tolerant of change. Change is 
. motivated by advances in the technology, a desire to add new 

capabilities, or the need to modify existing ones. The software 
life cycle chosen by the RTDS team placed further requirements 
on the ability of the system to withstand change. Selected 
applications are used operationally in a mission critical 
environment; these require a high degree of host system stability. 
Other less mature applications may require additional system 
level capabilities not found in the previous host systems. By 
"firewalling" the system, and maintaining upward compatibility 
the overall system is made tolerant of change. 

e 

* 



REAL TIME DATA SYSTEM 

RESULTS 

SIGNIFICANT KNOWLEDGE CAPTURED IN AUTOMATED MONITORING 

0 ABLE TO DO MORE WORK WITH SAME RESOURCES 

- INCO TEAM BEING REDUCED FROM FOUR TO THREE IN LATE FY90 

RTDS PROCESSES DATA 3-4 SECONDS FASTER THAN MAIN FRAME 

UPGRADING CAPABILITIES IN PARALLEL WITH ONGOING 
OPERATIONS WITH NO RISK TO FACILITY 

- REPLACED THREE DISPLAY CONSOLES WITH RTDS DISPLAYS 

I INSTALLED EIGHT RTDS DISPLAYS ON CONSOLES 

- ATTACKING BACKLOG OF POSTPONED RQMTS IN MAINFRAME BY 
PLACING THEM IN WORKSTATIONS 

I - IMPLEMENTED 6 ALGORITHMS IN WORKSTATIONS THAT HAD 
MAINFRAME ESTIMATED COSTS OF $10-100K EACH 

SOFTWARE TOOLS DEVELOPED IN RTDS HAVE BEEN BASELINED - 
IN MISSION CONTROL CENTER UPGRADE 



PESU LTS 
SIGNIFICANT KNOWLEDGE CAPTURED IN AUTOMATED 
MONITORING 

RTDS employs both algorithmic and heuristic knowledge 
representation schemes. C language code and rules are used for 
those tasks requiring a high rate of execution. Rule based 
systems such as the C Language Inference Production System 
(CLIPS by NASA-JSC) and Gensym's G2 software are used to 

three hundred real time algorithms have been developed and 
tested and are used routinely by flight controllers in Mission 
Control for fault detection. Real time expert systems have been 
developed and operated in several disciplines including Integrated 
Communications Officer (INCO), and Guidance, Navigation and 
Control (GNC). The majority of these applications could not have 
been developed on the existing main frame system; the ones that 
could would have been done at considerably greater cost. 

* capture more complex determistic and heuristic knowledge. Over 

e 

ABLE TO DO MORE WORK WITH SAME RESOURCES 
Prior to RTDS the flight controller had to keep eyes on the data, 
since little or no automated monitoring is done by the main 
frame. Through automated monitoring and fault detection RTDS 
has provided a means for the flight controller to work other 
issues such as mission planning. If a problem does arrise, the 
flight controller is notified by RTDS. 

- INCO TEAM BEING REDUCED FROM FOUR TO THREE 
The INCO flight controllers are using RTDS capabilities to 
automate one of their back room positions. The Data 
Communications (DATACOMM) Officer is responsible for 
monitoring and controlling the Orbiter's flight recorders. A 
preliminary system will be tested in early Summer, with the 
full-up system ready by the end of the year. Though the 
DATACOMM expert system will not initially have command 
capability to the orbiter it will automate the bulk of the 
DATACOMM's activities which include data and system 
configuration management, fault detection and resolution. 

c 



m(CO NT. 
RTDS PROCESSES DATA 3-4 SECONDS FASTER THAN MAIN 
FRAME 

Using commercial off-the-shelf telemetry processing equipment 
and general purpose engineering workstations RTDS is able to put 
processed real time data up on a display 3-4 seconds faster than 
the main frame. During the dynamic phases of flight those few 
seconds can be used to make higher quality decisions which can 
affect the successful outcome of the flight. 

UPGRADING CAPABILITIES IN PARALLEL WITH ONGOING 
OPERATIONS WITH NO RISK TO FACILITY 

One of the prime concerns with installing new technology into a 
mission critical area is how it affects existing capabilities. 
RTDS took the standpoint early on that the new technology had to 
be installed in the Mission Control Center, but isolated from the 
existing main frame complex. In this way, RTDS does not interact 
in any way with the existing system. The existing system 
remains in place until sufficient confidence has been built in the 
new s ys tem . 

- REPLACED THREE DISPLAY CONSOLES WITH RTDS 
DISPLAYS 

Three RTDS displays have been placed inside of flight controller 
consoles displacing the main frame displays. This represents the 
first time in almost twenty years that the existing console 
hardware has been removed to accomadate newer technology. 
Replacement was done after extensive side-by-side testing in 
simulations and flight. This replacement represents a significant 
step in the upgrade process. 

- INSTALLED EIGHT RTDS DISPLAYS ON CONSOLES 
Eight RTDS displays have been placed on or next to flight 
controller consoles. 
testing of operational and near operational real time applications 
during simulations and flight. 
displays routinely to build confidence in their new operator tools. 

These displays are used for side-by-side 

Flight controllers use these 



PESUI TS (CONTJ 

- ATTACKING BACKLOG OF POSTPONED RQMTS IN 
MAINFRAME BY PLACING THEM IN WORKSTATIONS 

There currently exists a backlog of requirements waiting to be 
implemented in Mission Control's main frame complex. Each new 
main frame requirement which is instituted costs many 
thousands of dollars and takes a team of programmers to 
implement. There is a natural reluctance to implement these 
requirements for fear of adversely affecting existing 
capabilities. RTDS has implemented many of these requirements. 
The Main Engine application is a good example of how RTDS has 
implimented new capabilities in rapid fashion. The Main Engine 
application was developed and certfied for flight in three months. 

e 

* 

- SOFTWARE TOOLS DEVELOPED IN RTDS HAVE BEEN 
BASELINED IN MISSION CONTROL CENTER UPGRADE 

RTDS has developed many tools and techniques which did not 
previously exist on any other systems or in the commercial world. 
The Computation Development Environment (CODE) was developed 
in RTDS to enable flight controllers with little or no programming 
experience to implement real time C language algorithms. CODE 
has since been baselined for use in the larger Mission Control 
Center Upgrade project, the Space Station Control Center, and the 
Multi-Purpose Control Center. 

0 

Providing time homogenous real time telemetry data to real time 
applications on 
interesting challenges. RTDS has developed an innovative multi- 
buffer design to accomadate the requirements of the data and the 
characteristics of the UNlX operating system. This design and the 
driver routine have been adopted by Mission Control Center 
Upgrade project. 

multi-tasking workstations poses some 

7 



REAL TIME DATA SYSTEM 

PRODUCTS 

INCORPORATED INTO OPS TOOL BASE 

MAIN ENGINE WORKSTATION MORE CAPABLE THAN MAINFRAME 
(SINCE STS-26) 

INCO SYSTEM HAS SIGNIFICANTLY REDUCED TIME TO FAULT 
DETECTION (SINCE STS-26) 

- DETECTED FAILURES DURING STS-34, STS-32 

RMS APPLICATION USES REAL TIME ANIMATION TO PROVIDE 
REAL-TIME VISUALIZATION AND ERROR DETECTION (STS-32) 

- USED EXTENSIVELY DURING LDEF GRAPPLE & PHOTO SURVEY 
I 

= FLIGHT INSTRUMENTS USED SINCE STS-29 

MECHANICAL SYSTEMS TIRE PRESSURE APPLICATION 

(STS-34, STS-33, STS-32) 

0 RTDS TELEMETRY CAPABILITY IS PORTABLE AND PROVIDES 
~ 

EMERGENCY MISSION CONTROL CENTER CAPABILITY 
(TESTED DECEMBER 1987 & DURING STS-32) 

RTDS TELEMETRY AND REAL TIME EXPERT SYSTEM SOFTWARE 

FACILITY AT DFRF) AND USAF (F-15 STOL PROJECT AT EAFB) 

REAL TIME SOFTWARE USED BY JSC ENGINEERING DIRECTORATE 
FOR PRE-LAUNCH INERTIAL MEASUREMENT UNIT EVALUATION 

* 

I TRANSFERRED TO OAST AERONAUTICS (INTEGRATED TEST 

0 



PRODUCTS 

INCORPORATED INTO OPS TOOL BASE 

MAIN ENGINE WORKSTATION MORE CAPABLE THAN 
a 

MAINFRAME (SINCE STS-26) 
In May of 1988 the flight controllers responsible for monitoring 
the main engines determined that there were several failure 
modes of the main engine which required automated monitoring. 
The flight controllers could not manually perform the 
calculations and assessments fast enough to meet the demands of 
monitoring this high performance system in dynamic flight. The 
necessary fault-detection routines were designed and built using 
RTDS. The system was certified for use in August 1988 and was 
used operationally during STS-26 in September 1988. The system 
has since been expanded and re-certified several times in order 
to handle other automated monitoring tasks which are not done in 
the main frame. 

* 

INCO SYSTEM HAS SJGNlFlCANTLY REDUCED TIME TO 
FAULT DETECTION (SINCE STS-26) 

During simulations in mission control the INCO system routinely 
detects failure conditions before the operator can detect them on 
the main frame display. The main frame display system can not 
display all the data about all the systems simulataneously. 
Therefore the data which indicate a failure might not be visible 
to the flight controller at the time of the failure. 
built into the INCO system check hundreds of parameters each 
second. If these algorithms detect a failure condition they 
annunciate on the RTDS display with a color coded message. The 
INCO algorithms were designed and implimeted by INCO flight 
contro Hers. 

The algorithms 



PRODUCTS (CONT.1 

- DETECTED FAILURES DURING STS-34, STS-32 
During STS-34 the INCO system detected a fault with the 
Orbiter's Sband quad antennas and annunciated it on the RTDS 
display. This failure condition, though visible on the main frame 
display, was detected first by flight controllers monitoring the 
RTDS display. 

During STS-32, multiple failures of the Orbiter's Text and 
Graphics System (TAGS) where detected first by flight 
controllers monitoring the RTDS display. 

RMS APPLICATION USES REAL-TIME ANIMATION YO 
PROVIDE REAL-TIME VISUALIZATION AND ERROR 
DETECTION (STS-32) 

The Remote Manipulator System (RMS) application is aptly called 
the Position Monitor. The Position Monitor uses real time data to 
dynamically display the position of the Orbiter's Remote 
Manipulator System or Arm. Position Monitor allows the flight 
controllers to visualize the position and movements of the Arm in 
real time. As the Arm does not have a collision avoidance system 
real time visualization is especially important. 

FLIGHT INSTRUMENTS USED SINCE STS-29 

MECHANICAL SYSTEMS TIRE PRESSURE APPLICATION 

The Tire Pressure application provides the Mechanical Systems 
flight controllers with real time trend analysis of the Orbiter's 
tires. Similar to the RMS application, Orbiter tire pressures were 
previously typed into a portable computer and graphed using Lotus 
1-2-3. The data is now automatically logged and plotted on their 
RTDS display, freeing up the flight controllers to do more 
important tasks. 

(STS-34, STS-33, STS-32) 



PRODUCTS (C ONT.) 

RTDS TELEMETRY CAPABILITY IS PORTABLE AND 
PROVIDES EMERGENCY MISSION CONTROL CENTER 
CAPABILITY (TESTED DECEMBER 1987 & DURING STS- 

I )  

32) 
The RTDS telemetry system is portable and rugged. The RTDS 
telemetry system has been used to provide real time data for the 
Emergency Mission Control Center since 1987. In the event of a 
natural disaster occuring at JSC in which all monitoring 
capabilities were lost at the Mission Control Center a small team 
of flight controllers would be flown out to White Sands, New 
Mexico equipped with the RTDS system. The data and displays 
provided by RTDS would be used by flight controllers to calculate 
proper trajectory for de-orbit and safe return. 

v 

L 

RTDS TELEMETRY AND REAL TIME EXPERT SYSTEM 
SOFTWARE TRANSFERRED TO OAST AERONAUTICS 

STOL PROJECT AT EAFB) 

RTDS REAL TIME SOFTWARE USED BY JSC ENGINEERING 
DIRECTORATE FOR PRE-LAUNCH INERTtAL MEASUREMENT 
UNIT EVALUATION 

(INTEGRATED TESIT FACILITY AT DFRF) AND USAF (F-15 



PRODUCTS 

REAL TIME DATA SYSTEM 
e 

TESTING PHASE 

REAL TIME EXPERT SYSTEMS DEVELOPED USING COTS REAL 
TIME EXPERT SYSTEM TOOL (GENSYM'S G2) 

- GNC AIR DATA PROBES DURING STS-34, STS-32 

0 INCO FLIGHT RECORDERS DURING STS-34, STS-32 

- GNC CONTROLLABILITY DURING STS-32 

LANDING SITE SELECTION APPLICATION TESTED IN WEATHER 
OFFICE DURING STS-32 

0 PAYLOAD BAY DOOR APPLICATION MONITORS DATA NOT YET 
AVAILABLE ON MAINFRAME (STS-32) 

DEMONSTRATED REMOTE MONITORING CAPABILITY 

* 



TESTING PHASE e 
,REAL TIME EXPERT SYSTEMS DEVELOPED USING COTS 
REAL TIME EXPERT SYSTEM TOOL (GENSYM'S G2) 

G2 is a commercial off-the-shelf real time rule based expert 
system shell which has previously been used in process control 
applications. The software is a product of the Gensym 
Corporation. The software provides many of the robust knowledge 
acquistion capabilities necessary for building and maintaining 
distributed real time applications. G2 has been used by RTDS to 
rapidly develop several real time expert systems. 

3 

c. 

- GNC AIR DATA PROBES DURING STS-34, STS-32 
The Guidance, Navigation & Control (GNC) Officer's Air Data Probe 
expert system was developed to monitor the Orbiter's two air 
data probes during descent. The system has been tested during 
STS-34 and STS-32. Air Data Probe expert system represents 
RTDS's first use of commercial off-the-shelf expert system 
tools. 

- INCO FLIGHT RECORDERS DURING STS-34, STS-32 
The INCO Ops Recorders expert system will be used as the basis 
for position automation at the DATACOMM position. The 
DATACOMM is the flight controller responsible for operating the 
Orbiter's flight recorders. 

a 

- GNC CONTROLLABILITY DURING STS-32 
The GNC Controllability expert system has been developed to 
monitor the Orbiter's computer control during powered flight. 
This system was tested during STS-32. 



RODUCTS (CONTJ 

LANDING SITE SELECTION APPLICATION TESTED IN 
WEATHER OFFICE DURING STS-32 
Weather data concerning Shuttle runways is currently recieved by 
the Mission Control Center weather office and verbally conveyed 
to the flight director over the MCC voice loops. These voice loops 
are very busy during the dynamic phases of flight and information 
transfer via voice loop can become difficult. The Landing Site 
Selection application recieves the real time data electronically 
and displays it on a color graphics workstation. One of these 
workstations has been installed in the JSC Weather office and 
was tested during STS-32. A second workstation will be 
installed this summer at the Flight Director console. 
provide the Flight Director direct access to the weather 
information and cut down on voice loop traffic during dynamic 
phases of flight. 

This will 

PAYLOAD BAY DOOR APPLICATION MONITORS DATA NOT 
YET AVAILABLE ON MAINFRAME (STS-32) 

The Payload Bay Door application is another RTDS only capability. 
The data provided by this display is not available on the main 
frame and will not be for some years to come. This application 
was tested during STS-32 and will be made operational by STS- 
35. 

DEMONSTRATED REMOTE MONITORING CAPABILITY 
RTDS has developed the capability to transmit real time data via 
standard Ethernet and data phones. These capabilities were 
originally designed to provide an office monitoring capability for 
flight controllers. The capabilities have since proven invaluable 
in providing data to applications developers who do not have 
direct access to RTDS telemetry processing equipment. 



REAL TIME DATA SYSTEM 

FY90 ACTIVITIES 
e 

EXTEND RTDS SUPPORT TO DPS, FLIGHT DIRECTOR, EGIL, EECOM 
AND POINTING FLIGHT CONTROL DISCIPLINES (STS-35) 

; e VISION SYSTEM TO ASSIST ORBITAL MANEUVERING VEHICLE (OMV) 
PILOT GUIDE OMV DURING PROXIMITY OPERATIONS (FALL 1990) 

n DISTRIBUTED COOPERATIVE EXPERT SYSTEM FOR BUS LOSS 
(STS-37)  

EXPAND REMOTE MONITORING CAPABILITY BY PROVIDING ACCESS 
RTDS DISPLAYS BY FLIGHT CONTROLLER OFFICE COMPUTERS 
(STS-37)  



FY90 ACTlVlTl ES 

EXTEND RTDS SUPPORT TO DPS, FLIGHT DIRECTOR, EGIL, 
AND EECOM CONTROL DISCIPLINES (STS-35) 

VISION SYSTEM TO ASSIST ORBITAL MANEUVERING 
VEHICLE 
OPERATIONS (FALL 1990) 

(OMV) PILOT GUIDE OMV DURING PROXIMITY 

The Orbital Maneuvering Vehicle (OMV) shall be limited to two 
monochrome TV cameras during proximity operations. 
assist the OMV Pilot in docking procedures a vision system will 
be developed which uses video input to determine range and 
attitude. The system shall be installed in the OMV Control Center. 
RTDS is working closely with vision system experts at the Ames 
Research Center to develop this capability. 

In order to 

DISTRIBUTED COOPERATIVE EXPERT SYSTEM FOR BUS 

RTDS will develop its first distributed cooperative expert system 
to monitor Orbiter bus loss. Orbiter Bus Loss has been chosen 
because the effects of bus loss are felt across multiple flight 
control disciplines. The problem is well understood and well 
documented. 
the EGIL flight controllers. 

LOSS (STS-37) 

Orbiter bus loss is currently the responsibility of 
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ABSTRACT 

The Workstation Prototype Laboratory is currently 
working on a number of projects which we feel can have 
a direct impact on ground operations automation. These 
projects include: 

The Fuel Cell Monitoring System (FCMS), which will 
monitor and detect problems with the fuel cells on the 
Shuttle. FCMS will use a combination of rules 
(forward/backward) and multi-threaded procedures 
which run concurrently with the rules, to implement the 
malfunction algorithms of the EGIL flight controllers. 
combination of rule based reasoning and procedural 
reasoning allows us to more easily map the malfunction 
algorithms into a real-time system implementation. 

A graphical computation language (AGCOMPL). 
AGCOMPL is an experimental prototype to determine the 
benefits and drawbacks of using a graphical language to 
design computations (algorithms) to work on Shuttle or 
Space Station telemetry and trajectory data. 

The 

- 

The design of a system which will allow a model of an 
electrical system, including telemetry sensors, to be 
configured on the screen graphically using previously 
defined electrical icons. This electrical model would then 
be used to generate rules and procedures for detecting 
malfunctions in the electrical components of the model. 

A generic message management (GMM) system. GMM 
is being designed as a message management system for 
real-time applications which send advisory messages to a 
user. The primary purpose of GMM is to reduce the risk 
of overloading a user with information when multiple 
failures occurs and in assisting the developer in devising 
an explanation facility. 

The emphasis of our work is to develop practical tools 
and techniques, while determining the feasibility of a 
given approach, including identification of appropriate 
software tools to support research, application and tool 
building activities. 



4 u 

Y 

.. 

0 



INTRODUCTION 

This is a Code S RTOP sponsored by Gregg Swietek from 
NASA Headquarters. The work for the Transition Flight 
Control Room has been conducted by the Workstation & 
Visual Systems Branch which is part of the Systems 
Development Division. In fiscal year 1989 the team 
members were Allen Brewer, (NASA/Section Head of the 
Workstation Systems Development Section), Clark Pounds, 
(NASA/Lab. manager for the Workstation Prototype 
Laboratory), Danny Labasse (MITRE) and Dave Hammen 
(MITRE). For fiscal year 1990 team members are Allen 
Brewer, Curtis Welborn (NASA), Frederic Gibbs (NASA), 
Charlie Robertson (McDonnell Douglas), Wayne Parrott 
(LinCom) and Yashvant Jani (LinCom). The objectives of 
the Transition Flight Control Room are characterized in 
the following paragrapls. 

At some point in the prototyping process, it is 
necessary to test the software using operational 
data. Such testing is difficult in an operational 
environment characterized by strict controls that 
permit only qualified software to execute. In a 
near-operational environment, in which some of 
the strict controls are removed, near-operational 
data can be fed to prototype software and aid 
the prototyping process. The Transition Flight 
Control Room (TFCR) provides such an 
environment, allowing control center prototypes 
to be tested using operational data. 
Hardware Independent Software Environment 
(HISE) provides standardized tools and rules for 
software developed for the TFCR and related 
workstation laboratories, but does not yet 
provide support for advanced automation 
techniques. 

NASA's 

The goal of the TFCR advanced automation task 
is to augment the HISE with appropriate tools 
and techniques so that advanced automation 
software may be developed within the HISE and 
used in the TFCR.1 
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Fiscal Year 1989 

For most of 1989 the MITRE Corporation conducted 
interviews and worked to produce a report describing 
functional requirements, system requirements, and 
selection factors for the advanced automation tools to be 
acquired for the TFCR/HISE. The addition of 7 
methodologies into the TFCR were recommended in the 
find MITRE report. The 7 methodologies were : Rule- 
Based Reasoning, Hypermedia, Object-Oriented 
Programming, Model-Based Reasoning, Databases, Voice 
Generation and Computer-Aided Software Engineering 
Tools. In addition to the 7 methodologies recommended 
by MITRE two methodologies, Neural Networks and 
Analogical (Case-Based) Reasoning, were mentioned as 
future additions to the TFCR. 

The current members of this RTOP strongly suggest the 
addition of some form of Procedure-Based Reasoning to 
augment existing Rule-Based Reasoning systems. Our 
desire for Procedure-Based Reasoning is driven by the 
need to execute multiple procedural algorithms (e.g. 
malfunction procedures) concurrently within a Rule-Base 
environment. Because of the need to share information 
between procedural algorithms and rules, an 
environment which intergrates both rules and procedures 
offers the best development and maintaince 
environments. 
execution of any number of algorithms while continuing 
to perform data driven monitoring of the systems' health 
and status. 

e 

- 

This ability would allow concurrent 
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I Fiscal Year 1990 Work 

I As of this fiscal year a new project within the TFCR task 
has started, Applied Research in Mission Operation 
Automation (ARMOA) task. 
are to evaluate and construct software systems which 
will aid in the automation or documentation of process 
within the control centers and training facilities. 
to be accomplished by automating and/or easing the 
acquisition of knowledge, the design of knowledge 
structures and the development, validation and 
improvement of expert systems. 
areas currently exist within ARMOA: MOSS, ALI, and 
GMM. 
great deal of information shared between the projects. 
The MOSS project, due to its operational nature, is 
currently being used to direct most of the research and 
implementations in our other projects. 

The objectives of this project 

This is 

Three different project 

While the projects are distinct in nature, there is a 



MOSS 

, 

MOSS, the Mission Operations Support Study, is a 
development project in which an operational system will 
be developed and studied. 
and human issues within the current control center, we 
are better able to direct our research in how we can 
construct new systems for the Space Station. The major 
activity of MOSS is currently the construction of the Fuel 
Cell Monitoring System (FCMS), a health and status 
monitoring system for the EGIL flight controllers. 
system is being directed at, but not limited to, monitoring 
and detecting problems with the Fuel Cells onboard the 
Orbiter. 
operational system, while studying the operational 
environment it must work within, we are gaining 
valuable insights into what is needed and what is wanted. 
Two major areas of study exist for us while developing 
FCMS: Environmental Studies and Technology Evaluation. 

By studying both the technical 

The 

By actively pursuing the development of an 

In our Environmental Studies we are most interested 
with how the current job of monitoring gets done and 
what the users (flight controllers) want in new systems. 
This involves understanding issues related to: 

operating and constructing real-time health and status 
monitor in g systems ; 

dealing with long duration monitoring in the face of 
computer system failures, the reconfigurations of 
equipment due to physical changes or break downs; 

technology transfer issues such as user interfacing, 
implementing active vs. passive resource management 
systems, and the development of user trust for these new 
technologies. 

Technology evaluation is our second primary area of 
interest. 
real-time expert system development environment and 
the relationship between rules and algorithms for 
implementing; an operational system. 

We are currently evaluating the use of G2, a 
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ALI 

ALI (Alternate Language Interface) is our second major 
project. The three subprojects currently being worked 
are centered around the basic theme of capturing 
knowledge from a user by supplying the user with 
languages which allow them to encode their knowledge 
more easily. These subprojects are: 

e ATA (Alarms Triggers & Algorithms) is a software 
architecture and design philosophy which is being 
defined for real-time monitoring systems. Syntax and 
semantics to support ATA are also being defined, though 
we have no plans to implement this architecture. We 
would prefer, when finished with the architecture, to 
present it to existing commercial developers for inclusion 
into their products. 
be, heavily influenced by the Procedural Reasoning 
System (PRS:) from' SRI International and G2 from 
Gensym Corp. Both G2 and PRS support a form of 
Procedure-Based Reasoning though their implementations 
differ greatly. 

. - - -  

ATA has been, and is continuing to 

AGCOMPL (A Graphical Comp Builder) is a graphical 
programming prototype that produces source code for the 
MSD COMP Builder using the extended MOLE grammar. 
The graphical language design of AGCOMPL was derived 
from circuit diagrams, where every operation to be 
performed has a unique icon, (e.g. AND GATE and OR 
GATE in circuit diagrams vs. EQUAL GATE and ADD GATE 
in AGCOMPL). AGCOMPL has been designed for non- 
programmers or people with little programming 
experience. Phase 1 of AGCOMPL will be completed this 
month, with an evaluation process to follow. 
products which support this same form of graphical 
programming are being reviewed in the Workstation 
Pro to type Laboratory . 

Commercial 



I ALI, continued. 

MEPS (Modeling of Electrical Power Systems) is one of a 
set of projects relating to the modeling of physical 
devices. 
provide a modeling environment capable of producing 
rules or algorithms for detecting failures at the Orbital 
Replacement Unit (ORU) level. The generation of rules or 
algorithms from our models is to be implemented on two 
separate levels of reasoning. Level 1 is to use qualitative 
reasoning based on the relationship of how a model's ORU 
components are connected. Level 2 is to use quantitative 
measures generated by the modeling of the physics of the 
system at the ORU level. Simulators for each ORU will be 
used at this level if they exist. 

The overall objective of these projects is to 

MEPS is the first of OUT set of modeling projects. MEPS is 
to be developed over a number of phases, with the ORU 
components of an 'electrical system being represented by 
icons and the physics of the system being encoded into 
rules and algorithms. Electrical components for which 
icons and modeling capabilities will exist are sensors, 
power sources, breakers/fuses, switches and loads at the 
ORU level. Additionally the ability to introduce a failure 
into the model will be provided. Later phases of MEPS 
call for the modeling of mechanical components which 
regulate flows and pressures and the sensors that 
measure these levels. 
detection of failures, sensors (e.g. voltage, current, . 
pressure, flow rate, status) must be present in the model. 

To generate algorithms for the 



cn 
Q) 
k 
3 
m 
(d : ce 

k 
ba 

d v3 
p1 
W e- 

0 4  

I 13 
m 
c, c 
d) 
E 
0 

CA E 
.c, 

0 4  

3 
0 
k 

3 
9 
0 u 
c3 

n E, W 

E 
Ctl 
0 

n z 
4 
J 

a c 
(d 

4-J 
E: 
Q) c 
0 z 
6 

4 
W ca c 

0 
u 
d) 

-4 
c, 

c, 

B 

u c a 
d) 

E 
aD c 
c 
0 

0 -  

m 

a 
d) 

k 
Q) 

0 
e, 
3 

d 
4 
2 a d) 

0 e ccc 
k 
d) 

E: 
U 

w 

5 
Q) 
bD a 
3 
bo c 
3 

d) w a 
3 
bn c 

e 
0 
k 
0 
aJ 

*4 - 
W 

d) 
k 
3 

a 
L 

H 
-4 d) 

aD a 
3 
bo c 
(d 
4 

E: 
a 
bn e 
3 

d) 

e 

c 

c, 

5 
8 

e H 
d) a s 

H 
d) a s . .. 

4 
0 a' 

a 
0 

- 
0 

.. 



I I 

I- 

0' a 
9 

L 

I 

D 

D 

.. 

.. 



GMM 

. 

Generic Message Management (GMM) is the final project 
in the ARMOA task. GMM is being designed to provide 
various message management capabilities for advisory 
messages sent to a user. While the design of GMM is 
intended for use with real-time monitoring systems, any 
system which would require message management could 
benefit from GMM. There are three functional units to 
GMM: 

Display Management (DM) - Will manage the screen 
resources and filter messages using qualitative and time 
dependency priorities. 

Review Management (RM) - Will manage the reviewing 
of previous messages and the reviewing of user defined 
message hierarchies. - 

Erase Management (EM) - Will manage the removal of 
messages from a user defined message hierarchy as well 
as logging of removed messages for later analysis. 
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ABSTRACI- 

The Platform Management System was established to coordinate the 
operation of platform systems and instruments. The management 
functions are split between ground and space components. Since 
platforms are to be out of contact with the ground more than the 
manned base, the on-board functions are required to be more 
autonomous than those of the manned base. Under this concept, 
automated replanning and rescheduling, including on-board real- 
time schedule maintenance and schedule repair, are required to 
effectively and efficiently meet Space Station Freedom mission goals. 

In a FY88 study, we developed several promising alternatives for 
automated platform planning and scheduling. We recommended both 
a specific alternative and a phased approach to automated platform 
resource scheduling. Our recommended alternative was based upon 
use of exactly the same scheduling engine in both ground and space 
components of the platform management system. Our phased 
approach recommendation was based upon evolutionary 
development of the platform. 

In the past year, we developed platform scheduler requirements and 
implemented a rapid prototype of a baseline platform scheduler. 
Presently we are rehosting this platform scheduler rapid prototype 
and integrating the scheduler prototype into two Goddard Space 
Flight Center testbeds, as the ground scheduler in the Scheduling 
Concepts, Architectures, and Networks Testbed and as the on-board 
scheduler in the Platform Management System Testbed. Using these 
testbeds, we will investigate rescheduling issues, evaluate 
operational performance and enhance the platform scheduler 
prototype to demonstrate our evolutionary approach to automated 
platform scheduling. 

The work described in this paper was performed prior to Space 
Station Freedom rephasing, transfer of platform responsibility to 
Code E, and other recently discussed changes. We neither speculate 
on these changes nor attempt to predict the impact of the final 
decisions. As a consequence some of our work and results may be 
outdated when this paper is published. 



INTRODUCTION 

The Platform Management System (PMS) has been established to 
coordinate the operation of platform systems and instruments. The 
management functions are split between ground and space. TKe 
ground segment is designated the Platform Management Ground 
Application (PMGA). The space segment is the Platform Management 
Application (PMA). The PMS Definition Document (Reference 1) 
prescribes that each application includes seven functions. Two of 
these functions are associated with the job of maintaining a platform 
resource schedule. The Platform Management System must only alter 
this resource schedule in response to change requests and changes in 
resource availabilities. 

Schedule generation is not a function allocated to the Platform 
Management System but rather it is performed by a Platform 

- Support Center scheduler which furnishes a short term plan. The 
PMS manages the short term plan and performs rescheduling (the 
PMS conflict recognition and resolution function). Rescheduling is of 
particular interest because it is initiated from three sources: 
instrument, end user, and the platform itself. As shown in Figure 1, 
there are three schedulers of different capabilities involved. 

o An on-board scheduler is part of the PMA. Initially, the on- 
board scheduler will only reschedule to the extent necessary to 
ensure platform and instrument safety until the next contact. 

o A ground scheduler is part of the PMGA. This scheduler is 
more capable than the on-board scheduler and will integrate 
downlinked changes and uplink a revised short term plan. 

o A ground scheduler, shown in Figure 1 as the planning 
function, is in the Platform Support Center. This scheduler is 
the most capable of the three and generates and maintains the 
initial schedule, and furnishes the short term plan to the PMS. 

Platforms will be out of contact with the ground more than the 
manned base. As a consequence, platform operations management 
functions, both ground and space, need to be more autonomous than 
those of the manned base to effectively and efficiently meet mission 
goals. Automated replanning and rescheduling, including on-board 
real-time schedule maintenance and schedule repair, are required to 
support autonomous operation of platform systems and instruments. 



PLATFORM SCHEDULING 
- 

PLATFORM PLATFORM SUPPORT CENTER 

a 

b 

. 

Figure 1 



I 

', 
Our FY88 study objectives were to analyze platform resource 
management, to generate functional requirements for platform 
scheduling and on-board plan management, and to develop 
promising alternatives for automation. We recommended both a 
specific alternative and a phased approach to automated platform 
resource scheduling. Our recommended alternative was based upon 
use of exactly the same scheduling engine in both ground and space 
components of the platform management system. Our phased 
approach recommendation was based on evolutionary development 
of the platform. The results of this study were published (References 
2 and 3) and distributed in early 1989. 

Our FY89 work focused upon implementation of our recommendation 
for platform resource scheduling in a manner that follows the phased 
approach and permits the scheduler to evolve over the life of the 
platform. We generated requirements specifications and designed a 
prototype platform management system scheduler. We also built a 
rapid prototype of this scheduler to explore some of the questions 
raised during the requirements and design work. 

ORGANIZATION OF THE PAPER 

The first half of this paper provides our rationale for the use of 
'exactly the same scheduling engine for both components of the 
platform management system and our recommendation for 
evolutionary development. We begin with a definition of platform 
scheduling. Next, we introduce the twin problems of schedule 
maintenance and scheduler coordination. Having established the 
necessary foundation, we provide our rationale and recommendation. 

The second half of this paper discusses our prototype platform 
management system scheduler. We describe the requirements for 
this platform scheduler, for on-board processing, and for ground 
processing. Next, we provide the requirements for crosslinking, a 
concept that we feel is essential to scheduler coordination. Following 
a brief description of our rapid prototype, we discuss our conclusions 
and one particularly subtle open issue under the heading of hooks 
and scars. 



' OBJECTIVES 

FY88 

o Analyze platform resource management 

o Generate functional requirements 

- platform scheduling 

- on-board plan management - 
o Develop automation alternatives 

o Recommend specific alternative/approach 

FY89 

o Implement platform scheduler prototype 

- Generate requirements 

Provide hooks and scars 

o Follow recommended phase approach 



PLATFORMSCHEDULING 

We define the platform schedule and both ground and on-board 
segments of this schedule as a set of envelopes arranged on a 
timeline. An "envelope", or "operations envelope", is a request for a 
set of resources to be allocated to instrument or platform for some 
period of time. Operations envelopes do not include commands to 
conduct the activity. A "resource" is either a measurable quantity or 
an environment in which to perform an activity that is provided by 
the platform to an instrument, e.g., an environmental right. 

A schedule or short term plan is said to bear "conflicts" when either 
resources are oversubscribed or an environment is provided to one 
instrument that is not compatible with the desired environment of 
another instrument. In the case of the short term plan, conflicts may 
arise from three sources: instrument, end user, and platform. An 
example of an end user induced conflict is a request for more of a 
resource than is currently available, perhaps generated in response 
to a target of opportunity or other real-time event. A platform 
induced conflict results from unanticipated reduction in a resource. 

Schedule Maintenance 

We now define the maintenance problem for a platform scheduler: 
given a schedule, identify a segment of the schedule that contains 
conflicts and resolve those conflicts without affecting envelopes 
outside of the identified segment. 

This task differs from that of a "planning" scheduler which generates 
the initial schedule. For comparison, we provide our definition of the 
schedule generation problem: given a set of requests, investigate 
different possible schedules in a search for a schedule that 
maximizes some figure of merit, e.g., number of requests scheduled. 

Scheduler Coordination 

We must also consider how the ground scheduler and the on-board 
scheduler will cooperate. The question of a scheme for cooperation 
arises because the on-board scheduler and the ground scheduler 
both have access to a copy of the short term plan and both receive 
requests to change it. This dual access poses the risk that both 
schedulers will alter their copies of the on-board plan at the same 
time. One new plan might not be compatible with the other. 



PLATFORM SCHEDULING DEFlN ITIONS 

I 

OPERATIONS ENVELOPE 

Request for a set of resources to be allocated to an 
instrument for some period of time 

SCHEDULE / SHORT TERM PLAN 

Set of envelopes arranged on a timeline 

INITIAL SCHEDULE GENERATION 

Given a set of requests, search for a schedule that 
maximizes some figure of merit 

CONFLICT 

A resource is oversubscribed or a an environment 
provided for one instrument is not compatible with the 
environment desired by another instrument 

SCHEDULE MAINTENANCE 

W e n  a schedule, identify a segment that contains 
conflicts and resolve without affecting envelopes 
outside the identified segment 

SCHEDULER COORDINATION 

Given two copies of a schedule, keep the copies 
compatible in the face of asynchronous and 
independent requests to change the schedule 



We considered three possible ways to carve up the scheduling labor: 

o Concurrent Scheduling 

The ground scheduler alters its copy of the short term plan when it 
receives a request. This is driven by a perceived need to be able to 
immediately tell a user who makes a change request whether or not 
the request can be scheduled. In the case of changes to the on-board 
portion of the plan, the ground scheduler incorporates the changes 
into its version of the plan. 

o Local Scheduling 

The on-board scheduler schedules all of the requests that affect the 
on-board portion of the short term plan, and the ground scheduler 
handles all requests that affect the rest of the short term plan. This 
scheme prevents the system from being able to immediately .tell 
users the status of their requests to change the on-board portion of 
the short term plan. 

o Pseudo-scheduling 

The ground scheduler assists the on-board scheduler in making 
changes to the short term plan. When the ground scheduler receives 
a request that falls within the on-board span of the short term plan, 
it looks at its copy and determines how it would adjust the plan to 
accommodate the request. The ground scheduler does this without 
changing its copy of the short term plan. It creates a working copy. 
When the ground scheduler determines that it could satisfy the 
request, it saves the sequence of actions used along with the original 
request. If the ground scheduler is again asked to modify the short 
term plan, it repeats the procedure, but uses the working copy. 

At the next contact, the on-board scheduler downlinks the master 
short term plan, and receives requests and sequences of actions from 
the ground scheduler. The ground scheduler then discards the 
working copy, and begins anew with the current on-board short term 
plan. When the .on-board scheduler receives the request, it first tries 
the same sequence of actions taken by the ground scheduler. If it can 
do this without having a conflict occur, the request is scheduled in 
the way that the ground scheduler determined. If it cannot, then the 
on-board scheduler decides how to schedule' the request on its own. 



DIVISION OF SCHEDULING LABOR 

CONCURRENT SCHEDULING 

Ground scheduler 

- Alters its copy of the short term plan 

- Provides user with immediate feedback 

On-board Scheduler 

- Provides on-board changes to ground 

- Receives updated, altered plan from ground 

LOCAL SCHEDULING 

Ground Scheduler 

- Alters only short term plan not yet uplinked 

- Uplinks requests to change on-board plan 

On - board Scheduler 

- Alters only on-board portion of short term plan 

- Downlinks requests to change remaining plan 

PSEUDO-SCHEDULING 

Ground Scheduler 

- Assists .on-board scheduler 

On - board Scheduler 

- Mimics ground scheduler's actions 

. 



PHASED APPROACH 

. 

We developed a conceptual model for implementation of the 
platform scheduler and for automation of platform scheduling. Our 
model is based upon an assumption that the platform itself will 
evolve over time. Our conceptual model provides for three stages of 
development over the life of the platforms. We do not presume to 
establish dates for each stage in the lifetime of the platform but 
simply name the stages of development: baseline, midterm, and final. 
These stages of development are shown in Figure 2 and discussed 
below. 

o Baseline 

Initially, we see both on-board and ground platform schedulers 
as simple schedule managers. Either local or concurrent 
scheduling may be followed. Given the need to be able to 
immediately tell a user who makes a change request whether or 
not the request may be scheduled, we assume that concurrent 
scheduling will be followed. The ground scheduler maintains the 
master copy of the short term plan and uplinks replacement for 
the on-board plan after first incorporating any on-board changes 
(simple safing actions) since the last contact. 

o Midterm 

At this stage, we see the on-board scheduler as a more 
sophisticated schedule manager with limited automated 
scheduling capability (enhanced safing) while ground scheduling 
is automated, but not yet autonomous. Pseudo-scheduling is 
followed with the ground scheduler uplinking both change 
requests and the sequences of actions that will schedule these 
requests provided the segment of the on-board plan affected has 
not changed since the last contact. 

o Final 

In the final stage, we see platform scheduling as both automated 
and autonomous. The platform scheduler takes the entire short 
term plan into account in resolving conflicts rather than dealing 
with limited segments. The platform scheduling requirement for 
scheduler coordination is satisfied by providing exactly the same 
scheduling engine in space and ground applications. 
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As we have discussed, two platform schedulers are altering two 
schedules, with one schedule a subset of the other. The system must 
act in such a way that the ground and space components both agree 
on the on-board schedule immediately after each contact. 

Prototype Operations Concept 

Principal investigators submit requests for resources to the planning 
scheduler in the Platform Support Center. The planning scheduler 
generates the initial schedule and maintains the schedule through 
the start of the short term plan furnished to the platform schedulers. 
The planning scheduler forwards all requests that have a start time 
within the span of the short term plan. 

Each request has a priority that the platform schedulers use to 
adjudicate conflicts. If two requests have the same priority and are 
in contention for the same resources, then we use the order in which 
the requests are received by the scheduler to determine a unique 
effective priority. A high priority, late amving request can cause an 
existing but low priority request to be removed from the schedule. 

A "smart" instrument may submit a change request to the on-board 
scheduler. This scheduler processes the request if i t  has a start time 
that falls within the current span of the on-board short term plan. If 
the request has a later start time, the on-board scheduler defers it to 
the ground scheduler at the next contact. 

When fault management detects a change in platform resource 
capacities, it provides the on-board scheduler with the new resource 
availabilities. At the next contact with the ground, the on-board 
component "crosslinks" the schedules so that the space and ground 
applications have identical copies of the on-board short term plan 
and identical knowledge of the resource availabilities. 



PROTOTYPE OPERATIONS CONCEPT 

PLANNING SCHEDULER 

o Generates and maintains initial schedule 

o Furnishes short term plan to platform schedulers 

o Passes user change requests within span of plan 

GROUND SCHEDULER 

o Processes all change requests within span of plan 

o Uses request priority to adjudicate conflicts 

o Crosslinks schedules and resource requests 

ON-BOARD SCHEDULER 

o Processes only change requests within span of on-board plan 

o Uses request priority to adjudicate conflicts 

o Knows present platform resource availabilities 

o Crosslinks schedules and resource availabilities 



BASELINE REQUIREMENTS 

The operations concept discussed above allows many different sets of 
requirements, especially in connection with crosslinking. We used 
prototyping to identify one set of requirements that will allow this 
high-level operations concept. The requirements provided here are 
not the only requirements that will enable this operations concept. 

Requirements on the Scheduling Engine 

Our scheduling engine is a simple priority scheduler that allocates 
resources to requests depending upon resource availability and the 
priority of the request. For baseline capability, the scheduler needs 
to process only very simple kinds of requests. Each request has a 
specific start-time and duration, and includes a specification of all 
resources needed to accomplish some activity and the required 
environment conditions. 

We assume that the baseline scheduler should allow the expression 
of some scheduling constraints in connection with the placement of a 
request on the timeline relative to other requests. However, these 
constraints have not yet been defined and our rapid prototype does 
not presently allow such scheduling directions. 

With these simple requests, the scheduling engine satisfies three 
baseline requirements: 

o Do not schedule a request if that will oversubscribe resources. 

o Do not schedule a lower priority request if a higher priority 
request can be scheduled. 

o Maintain the schedule so that as many requests as possible are 
scheduled at all .times. 



BASELINE REQUIREMENTS 

SCH EDULl NG REQUESTS 

o Priority 

o Starttime 

o Duration 

0 Resources 

o Constraints 

0 Environmental Conditions 

SCHEDULING ENGINE 

0 

0 

0 

Do not schedule a request if that will oversubscribe 
resources 

Do not schedule a lower priority request if a higher priority 
request can be scheduled 

Maintain the schedule so that as many requests as possible 
are scheduled at all times 



On-board Processing Requirements .\ 
The baseline on-board scheduler only adds or defers change Ilequests 
from instruments. The on-board scheduler processes all requests that 
fall within the span of the on-board short term plan as well as those 
that fall outside the time span of the on-board plan by less than the 
period between regularly scheduled contacts. Those change requests 
with start times within one contact period of the end of the on-board 
short term plan would otherwise have to be downlinked, processed, 
and uplinked during the crosslink process, which is not necessarily 
going to be feasible. 

The on-board scheduler must alter the priorities of requests 
dynamically if, as in our prototype, a simple priority scheduler is to 
be used. It is the simplest way to prevent the ground scheduler from 
removing requests scheduled on-board. It ensures that the ground 
and space components have the same version of the on-board 
schedule immediately after each contact. 

No request is submitted to our prototype, whether acting as the on- 
board scheduler or the ground scheduler, with a priority greater than 
4. We increase the priority of any request scheduled on-board so - 

that it is in a range from 5-9. Further, a request that is active (start 
time less than current time) is given the highest priority of 10. This 
scheme, while not the only possible alternative, does guarantee two 
necessary characteristics of the schedule maintained by our priority- 
based scheduler proto type: 

o Since active envelopes are given the highest priority, the 
scheduler will remove active envelopes from the schedule in 
response to a degradation in resources only as a last resort. 

o When the schedules (on-board and ground versions of the 
short term plan) are merged on the ground, all requests 
scheduled on-board will be scheduled as well by the ground 
scheduler. 



BASELINE REQUIREMENTS 

ON-BOARD PROCESSING 

o Add or defer change requests from instruments 

o Process requests within the time span of the on-board plan 

o Process requests within one contact period beyond the time 
span of the present on-board plan 

o Defer all requests beyond the present span plus the time 
between ground contacts (nominally one orbit) 

o Alter the priorities of the scheduled requests 

o Remove active envelopes from the schedule only as a last 
resort 



Ground Processing Requirements 

The baseline ground scheduler both adds and deletes requests. The 
ground scheduler processes all requests that fall within the span of 
the short term plan. It also merges the on-board versions of the 
short term plan into .the ground short term plan during crosslink. 

The requests that the ground scheduler processes (ending with a 
status of either scheduled or not) and that fall within the span of the 
on-board short term plan are uplinked at the next contact period. 
The on-board short term plan time span is extended by the time 
between contacts at the start of each contact, just prior to crosslink. 

Crosslinking Requirements 

The crosslink process is the sequence of steps that the on-board and 
the ground scheduling systems must accomplish to ensure that the 
on-board short term plan and the corresponding portion of the 
ground short term plan are exactly the same immediately after each 
contact. 

Our scheduler prototype implements the crosslink process in three 
steps : 

o The crosslink is made at a regularly scheduled contact time 
(perhaps once each orbit) and both schedulers increase the time 
span of the on-board short term plan by one contact period. 

o The ground scheduler uplinks all requests with a start-time that 
falls within the (updated) span of the on-board short term plan. 
The on-board scheduler adds them to the schedule one-by-one 
and screens for conflicts after each addition. At the completion of 
this process, the platform has an executable on-board short term 
plan. . 

o As the final step, the on-board scheduler sends the resource 
availabilities, the on-board short term plan, and all deferred and 
unscheduled requests to the ground. The ground scheduler merges 
the present on-board plan with the rest of the short term plan, 
screens the new schedule against the current resource 
availabilities, and . processes all deferred requests. 



BASELINE REQUIREMENTS 

GROUND PROCESSING 

o Add or delete change requests 

o Process requests within the time span of the short term plan 

o Uplink requests within the time span of the on-board schedule 
at the next contact 

CROSSLINKING 

0 

0 

0 

0 

Crosslink at a regularly scheduled contact time 

Increase time span of the on-board pian by the interval 
between contacts prior to crosslink 

Uplink all requests with a start time that falls within this time 
span 

Downiink on-board plan, deferred requests, unscheduled 
requests and resource availabilities 



RAPID PROTOTYPE DESCRIPTION 

We built a rapid prototype of the platform scheduler to explore some 
of the questions raised during the requirements and design work. 
This rapid prototype is designed to be both the on-board scheduler 
and the ground scheduler. As the on-board scheduler, the prototype 
acts in exactly the same way as the ground scheduler except that it 
dynamically adjusts the priorities of requests it can schedule and in 
execution. We use this dynamic adjustment of priorities to prevent 
requests that are scheduled on-board from being unscheduled on the 
ground and to guarantee, that in instances of resource degradation, 
the on-board scheduler will not remove active requests except as a 
last resort. 

Our rapid prototype implements both request management and 
conflict recognition and resolution functions. Request management 
first determines whether to process (add, delete, replace) a request 
or to defer a request. A request is deferred if it falls outside the span 
of the current short term plan. After all requests have been 
processed, the conflict recognition and resolution function is called to 
ensure a conflict free plan. If a conflict is found, this function 
resolves it by unscheduling all requests at that time and then 
attempting to add them back to the schedule in priority order. 

Unscheduling differs from deleting a request. The rapid prototype 
will unschedule lower priority requests to accommodate a higher 
priority request. However, our prototype does not remove the 
unscheduled requests from the schedule. It only changes the status 
of these requests. We retain unscheduled requests since subsequent 
changes may allow these requests to be rescheduled, e.g., higher 
priority requests may be unscheduled or deleted. 

The rapid prototype is menu-driven as shown in Figure 3. Our 
implementation allows the user to crosslink at any time. When 
crosslink is selected, the rapid prototype sequences through the 
crosslink steps waiting only for the user to grant permission to 
proceed. This manual capability enables us to easily demonstrate 
crosslinking. A fully automated capability will be needed to support 
emergency crosslink. 
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HOOKSANDSCARS 

The prototype platform scheduler work and our rapid prototype 
were guided by the requirements generated in our FY88 study. 
These requirements, and the accompanying methodology for 
evolution, did not use hooks as the mechanism for evolving the 
capabilities of the scheduler. We relied on module replacement. 

Module replacement is a reasonable strategy for evolution, but 
requires sufficiently powerful data structures at the beginning of the 
life cycle. These data structures should, even in the baseline, provide 
all of the information to the platform scheduler that it will need in 
order to automatically, autonomously reschedule. 

The envisioned data structures will express all possible ways that the 
platform scheduler can satisfy the need for resources in support of 
an activity. By the final stage in development, if any activity must be 
removed to make room for a higher priority request, the scheduler 
will look at the request for this lower priority activity to see how it 
can be rescheduled. 

As emphasized, unscheduling differs from deleting a request in our 
rapid prototype. The prototype will unschedule requests in order to 
accommodate a higher priority request. Unscheduling only changes 
the status of these requests. Request management tries to add these 
requests back to the schedule when either resource availabilities 
change or a higher priority request is deleted from the schedule. 

One complication in making changes to the schedule may not be 
immediately obvious. A request for one resource can imply a request 
for another resource. Power may be an implied resource. The actual 
ceiling for power varies not only because of the need for power to 
run the platform and operate instruments, but also for requested 
resources that only imply the use of power, such as a tape recorder. 
Further work is needed on this issue. 



HOOKS AND SCARS 

MODULE REPLACEMENT 

o Provides a reasonable strategy for evolution 

o Requires sufficiently powerful data structures at baseline 

ENVISIONED DATA STRUCTURES 

o Express all possible ways to satisfy a request 

o Reduce number of unscheduled requests 

o Improve utilization of platform resources 

UNSCHEDULING REQUESTS 

o Differs from deleting requests 

- Status flag is changed 

- Request may still be accessed 

o May reschedule previously unscheduled requests 

- Higher priority request is itself deleted or unscheduled 

- Resource availabilities change 

IMPLIED RESOURCES 

o Implied in a request for another resource 
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ABSTRACT 

To support instrument and experiment operations effectively i'n the 
Space Station era, planning, scheduling and control must allow for: 

o interactive, realtime, remote operations; 

o responsive scheduling and rescheduling; 

o support of the full range of distributed science, application 
and commercial users; 

o interaction and cooperation among distributed users; and 

o efficient use of on-board, communications, and ground-based 
resources. 

We suggest conceptual and managerial approaches that address 
these needs. 

Specifically, we describe an approach to distributed planning, 
scheduling and control functions that is based on resources and 
on a distributed knowledge hierarchy. We descrjbe these functions as 
components of an integrated management system. We discuss 
automated scheduling assistants and integration of planning and 
scheduling functions with realtime operations control. 

The suggested approach, taken from a users' point-of-view, 
has resulted in the Science User Resource Planning and Scheduling 
System (SURPASS). In this paper, we describe the major components 
of SURPASS and discuss the features of this innovative prototype. 
Further ideas concerning instrument planning, scheduling, and 
control may be found in the Space Station Instrument Control System 
Study (Reference 1). 



INTRODUCTION 

. 

The space station era will open new and unique opportunities -by 
making the environment of space accessible to a large community of 
scientists as a scientific laboratory. Some aspects of this space 
laboratory include low gravity environment, low pressure, no 
atmospheric attenuation, the ability to make global observations and 
complete celestial viewing. A noteworthy aspect of this space 
laboratory is the large separation between the scientists on the 
ground and their in-space experiments. To assist the scientist in 
interacting with their far off laboratory, an approach called 
"telescience" will be used. Telescience takes advantage of 
telecommunication services to allow scientists to remain at their 
home institutions where they can fully interact with their in-space 
experiments; where they can fully participate in planning, 
scheduling, controlling, evaluating and refining these experiments; 
and where they can work along side their research colleagues and 
students. 

Supporting technologies and several new concepts in distributed 
scheduling and control need to be developed and demonstrated in 
order to fully support this distributed laboratory environment. These  
concepts are shown in the facing bullet chart. 

ORGANIZATION OF THE PAPER 

We begin by describing previously proposed approaches to planning 
and scheduling by distributed users. Next, we discuss the work being 
performed at the University of Colorado in distributing instrument 
scheduIing and control. This discussion focuses on the Science User 
Resource Planning and Scheduling System (SURPASS), a knowledge 
based prototype supported by Goddard Space Flight Center and the 
Strategic Plans and Programs Division of the Office of Space Station. 
After a description of SURPASS, we present conclusions based upon 
our initial work. 



CONCEPTS SUPPORTING THE DISTRIBUTED 
LABORATORY ENVIRONMENT - 

o Provide for interaction between user scientists and 
their remote experiments. 

o 
a wide range of applications. 

Support scientists and commercial users involved in 

o 
activities by distributed science users. 

Enable scheduling and rescheduling of experiment 

o Make efficient use of on-board resources and 
promote optimal scheduling of these resources. 

o Allow the user scientist to quickly reschedule 
activities to react to science opportunities or problems. 

o Allow the science and applications users to work at 
their home institutions. 



PREVIOUS APPROACHES 

. 

In the past, a number of systems have been proposed that adaress 
planning and scheduling by distributed users. These systems were 
largely based on a centralized planning and scheduling hub with 
remote scientists placing requests on a single large global database 
via communications networks. Figure 1 conceptually illustrates the 
centralized scheduling approach. 

Typically, in these proposed centralized scheduling approaches, users 
make requests for an experiment to be initiated at a specific time to 
make a specific observation. The resultant schedule to support these 
multiple user requests is only assembled after all these requests are 
received at the central hub. These requests are usually required 
several days to several months before the schedule is to be 
generated and executed, in order to allow sufficient time for 
constraint checking and activity scheduling. This large lead time 
makes it difficult, often impossible, to reschedule experiments on 
short notice. This inflexibility prevents experimenters from refining 
their experiments based on progress or responding to unexpected 
events. Inflexibility is both an attribute associated with centralized 
planning and scheduling and a characteristic of the centralized 
scheduling systems we have examined. 

In direct contrast to the inflexibility of the planning and scheduling 
support, scientific instrumentation has been progressing to allow for 
more flexibility. Smart instruments, with embedded microprocessors, 
have or are expected to soon become the standard. The embedded 
microprocessors extend instruments' capabilities and allow an 
experiment to adapt to experiment findings or external conditions. 
These microprocessors also protect the instrumentation by 
automatically responding to anomalies or out-of-tolerance conditions. 
These more flexible and responsive instruments need planning, 
scheduling and control systems that support their evolving needs 
and capabilities. 
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DISTRIBUTED SCHEDULING AND CONTROL 

Work at the University of Colorado has centered around distributing 
the scheduling and control activity among many geographically 
distributed nodes. In the evolving concept, each node is responsible 
for scheduling those activities with which it is most concerned. 
Individual science users are each responsible for developing a 
schedule of their own science experiments. The engineers at a 
platform support facility are responsible for scheduling platform 
activities such as attitude maneuvers, battery operations, and tape 
recorder maintenance. Similarly, controllers of communications 
services are responsible for scheduling these resources. 

The geographically distributed nodes are arranged in such a way that 
they form a hierarchy that is leveled according to the physical 
systems which accomplish the goal. An illustration of this type of 
leveling is shown in Figure 2. In this hierarchical representation, the 
controllers of communications and tracking services, who are 
responsible for supporting a range of space missions, are at the top of 
the hierarchy. At the next lower hierarchical level are the engineers 
responsible for the platforms. Below them are the scientists and 
engineers responsible for the health and performance of the science 
instruments. At the lowest level of this conceptual hierarchy are the 
research scientists, who have the responsibility for the experiment 
program. At each level, and at each node in this hierarchy, local 
schedule optimization is accomplished using the knowledge present 
at that level and the predicted availability of the resources that will 
support the scheduled activities. In this distributed arrangement, 
rescheduling can be accomplished quickly when a change is 
requested that does not require rescheduling at the global level. 

To support communications among the distributed scheduling nodes 
in this hierarchy, a common "language" is needed. This language 
needs to be able to flexibly and comprehensively communicate 
scheduling opportunities and user requests. The University of 
Colorado and Goddard Space Flight Center have developed the 
Flexible Envelope Request Notation (FERN), a prototype scheduling 
applications interface language (Reference 2) that addresses this 
need. 
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PROTOTYPE TOOLS 

Over several years, the researchers at the University of Colorado's 
Laboratory for Atmospheric and Space Physics (LASP) have 
developed a set of prototype tools to help demonstrate how 
physically separated science teams will participate in planning and 
scheduling activities. The first phase of this work was part of the 
Telescience Implications on Ground Systems (TIGS), a Code T-funded 
study performed with the Data Systems Technology Division at 
Goddard Space Flight Center. This study was completed in early 
1988. It was primarily concerned with the problems of 
communicating resource needs and opportunities among distributed 
nodes. 

- 

SURPASS 

The second phase, which has just started, is focused on the design 
and development of it knowledge based Science User Resource 
Planning and Scheduling System, (SURPASS). This prototype will be 
integrated into the Scheduling Concepts, Architectures, and Networks 
testbed at Goddard Space Flight Center. Use of SURPASS in this 
testbed will demonstrate the distributed planning, scheduling, 
communications, and operations management concepts. Figure 3 
shows the three components of SURPASS: an expert system 
scheduling aid, Science User Resource Expert (SURE), an adaptable 
user interface that can easily be tailored to the science user's picture 
of the  scheduling activity, and a Planning and Scheduling System 
manager (PASS). 

e 

SURPASS is designed to enable the remote user scientist to fit into 
the planning and scheduling hierarchy while maintaining the fidelity 
of planning and optimizing his or her experiment activities based on 
local scientific goals and considerations. The user interface allows the 
user to schedule within the appropriate scientific context and is 
adaptable to ensure that the SURPASS interface is consistent with 
other data system interfaces used by the scientist. SURE aids the user 
scheduling experiment activities to take optimal advantage of the 
available resources and still fit within resource constraints. PASS 
buffers complex data structures and handles communications, 
transactions, and in te-rfaces. 
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The output from the expert planner is displayed by SURPASS in 
terms of science coverage rather than the individual resources 
needed. The user scientist may then adjust the science plan by 
adding or modifying experimental activities. The SURE system 
calculates resource changes, checks constraints, and attempts to fit 
the activity into the timeline. SURE notifies the user if the activity 
plan cannot be inserted due to resource or constraint conflicts. 

c 

Starting from an initial allocation of platform/spacecraft resources, 
the expert planner, SURE, builds an experiment plan based upon 
broad science goals and detailed relations of instrument activities 
and resource needs. Figure 4 provides examples of the experiment 
activity and resource usage which SURE attempts to maximize. SURE 
does not, however, have the more extensive knowledge needed to 
change science objectives. This is supplied by the science user. 

The current prototype schedules experiment activities for the 
SOLSTICE instrument to be flown on the UARS mission. In this 
prototype, SURE generates an initial plan with a feasible acquisition 
sequence for a set of candidate stars selected according to the rules 
provided. To illustrate its performance, the time to generate a one 
day plan by exhaustive search required some 40 hours. Use of the 
SURE system with heuristics reduced the time to schedule a 24 hour 
day to only 15 minutes. 

As an aid to conflict resolution, several windows providing additional 
information may be dynamically requested by the user. These 
windows inform the user of what constraint is being violated or what 
resource is insufficient and should be re-negotiated. 

SURPASS generates schedule requests through the Planning and 
Scheduling System (PASS) manager. The PASS manager uses the 
scheduling applications interface language to communicate 
instrument activity requests to a platform resource scheduler in 
terms of resource envelopes. Complex data structures are hidden 
from the user by the PASS manager and maintained within the 
INGRES database management system. This software translates 
inputs into internal SURPASS data structures and internal data 
structures into outputs in the scheduling applications interface 
language. 
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CONCLUSIONS 

, 

o 
node by interested, knowledgeable users is both possible and 
valuable. 

A distributed scheduling system with local scheduling at each 

This research deals with the broad scope of the scheduling and 
control problem with its large and changing number of users, the 
large number of experiment plans that must be integrated each day, 
and the need for scientific flexibility and evolution. Some initial 
conclusions are summarized below: 

o Science is an exploratory activity. The scientific method, 
whether the investigation takes place in a small room or in a large 
distributed laboratory or in space, is an interactive process 
wherein the experimenter continually refines the investigation 
based on experiment findings and external changes. 

o 
respect to their own scientific goals. These goals can be translated 
into resource requests. 

Science users can plan and schedule instrument activities with 

o 
generating a science experiment schedule which satisfies science 
observing objectives, complies with rules and constraints, and 
remains within the available schedule of resources. 

Expert systems and knowledge based tools are ideal for 

o Breaking down the scheduling problem into levels, and nodes 
within each level, the subset of the scheduling problem becomes 
tractable. This approach allows knowledgeable users to resolve 
the planning and scheduling issues locally and reschedule 
activities without affecting the scheduled activities of other nodes. 

o 
to be able to flexibly and comprehensively communicate 
scheduling opportunities and user requests among the many 
physically separate scheduling nodes. 

A common scheduling applications interface language is needed 
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Science is an exploratory activity 

activities with respect to their own scientific goals 
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for generating a science experiment schedule 
Expert systems and knowledge based tools are ideal 

desirable . 

A distributed scheduling system is both feasible and 
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A common scheduling applications interface 
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